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ABSTRACT

In this paper, we describe the design and initial implenterizof
a geographic search engine prototype for Germany, basedaogea
crawl of thede domain. Geographic search engines provide a flex
ible interface to the Web that allows users to constrain amibro
search results in an intuitive manner, by focusing a quera qar-
ticular geographic region. Geographic search technolegyrécently
received significant commercial interest, but there has gy a
limited amount of academic work. Our prototype performs snas
extraction of geographic features from crawled data, whighthen
mapped to coordinates and aggregated across link and rsittuse.
This assigns to each web page a set of relevant locatiorieddhke
geographic footprint of the page. The resulting footpriatedis then
integrated into a high-performance query processor onsterhbased
architecture. We discuss the various techniques, both nevexzist-
ing, that are used for recognizing, matching, mapping, aygrea
gating geographic features, and describe how to integeaigrgphic
query processing into a standard search architecture terdaice.

1. INTRODUCTION

The World-Wide Web has reached a size where it is becoming in
creasingly challenging to satisfy certain information dee While
search engines are still able to index a reasonable subsie ¢Sur-
face) web, the pages the user is really looking for may beshurhder
hundreds of thousands of less interesting results. Thas;lsengine
users are in danger of drowning in information. Adding addl
terms to standard keyword searches often fails to drill tebérg of
results that are returned for common searches. A naturabapp is
to add advanced features to search engines that allow asexpress
constraints or preferences in an intuitive manner, resyi the de-
sired information to be returned among the first resultsat, fsearch
engines have added a variety of such features, often undeecias
advanced searcimterface, though mostly limited to fairly simple con-
ditions on domain, link structure, or last modification date

In this paper we focus on how to constrain web queries gebgrap
ically. Geography is a particularly useful criterion, st most di-
rectly affects our everyday lives and thus provides an tiviiiway
to express an information request. In many cases, a usdergsted
in information with geographic constraints, such as loemihesses,
locally relevant news items, or tourism information abopgaticular
region. When taking up yoga, local yoga schools are oftenwfm
higher interest than those of the world’s ten biggest yogaais.

We expect thagieographic search engingise., search engines that
support geographic preferences, will have a major impacteanch
technology and associated business models. First, gdugrsgarch
engines provide a very useful tool. They allow a user to esgie
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a single query what might take multiple queries with conicersl
search engines. Thus, a user of a conventional search dogkieg
for a yoga school in or close to Brooklyn may end up trying dgser
such agf yoga AND new york) or(yoga AND br ookl yn),
but even this might yield inferior results as there are maaysio re-
fer to a particular area and since the engine has no notioeagfrgph-
ical closeness, e.g., a result across the bridge to Mamhaight also
be acceptable. Second, geographic search is a fundamecttalot-
ogy forlocation-based servicemn mobile devices. Third, geographic
search supports locally targeted web advertising, thuaciithg ad-
vertisement budgets of small businesses. Other oppddsrarise
from mining geographic properties of the web, e.g., for retule-
search.

Given these opportunities, it comes as no surprise that leadt
ing search engines have made significant efforts to deplmegorm
of geographic web search. Our approach differs from thesth, in
the way geographic information is extracted from the web lama
it is integrated into query processing. In particular, coencral en-
gines focus on matching pages with data from business ditest
supporting search for local businesses and organizatMhéle this
is an important part of geographic search, we focus on manergé
information requests. A user may not just be interested idirfm
businesses listed in yellow pages, but may have broadeesttethat
can best be satisfied by private or non-commercial web siteh) as
local news and cultural events, or the history of a certag@aatn or-
der to facilitate such queries, we extract geographic nmarleeich as
addresses or phone numbers, from web pages, independérgirof t
listing in any directory. To extend search capabilitieshtose pages
that contain no such markers, we employ a combination of malv a
previously proposed techniques based on link and sitetateic

Before continuing, we briefly outline our basic approachr &ys-
tem is a crawl-based engine that starts by fetching a subtdet web
for indexing and analysis, focusing on Germany and crawtliegie
domain. Afterwards, a standard text index is built. In addit data
extraction and mining is used to assign a set of relevantitmtato
each page, called a geographic footprint. Finally, seavehigs con-
sisting of textual terms and geographic areas are evalag@dst the
index and footprint data using an appropriate ranking fionctThe
goal of this project is to test and further develop ideasioed in
earlier work [21, 11, 19], by building a complete prototype.

Our contributions are: First, we provide the first in-depésatip-
tion of an actual implementation of large-scale geograpieic search.
Our prototype, to be made available soon, is based on a cfawko
30 million pages in thele domain, with plans to expand further. Sec-
ond, we combine several known and new techniques for deriya
ographic data from the web, using features such as town nagipes
codes, phone numbers, link and site structure, and exteouates
such asvhoi s. We represent the resulting geographic footprint of a
page in a simple highly compressible format that is usedhduink
and site analysis and query processing. Third, we providefitht
discussion of efficient query execution in large geogragk&rch en-
gines. Due to space constraints, we have to omit many details

expanded version of this paper is available as a technipaltr§0].

2. RELATED WORK

In this section, we describe related work geo coding existing
geographic search engines, and the Semantic Web. Sincecate tr
content, not hardware, we have omitted work on determinimgigal



locations of servers. Most web pages today are hosted iersiamnms
hundreds of miles away from either author or geographioregthey
relate to.

Geo Coding: A good discussion of geographic hints commonly
found in web pages is provided by McCurley [21], who introgsic
the notion ofgeo coding He describes various geographic indicators

There seems to be no mechanism to model geographic foatmint
pages that cover larger areas, such as a county or state.
Geographic Semantic Web: It seems natural to extend the Se-
mantic Web to a&eographic Semantic Wesuch as proposed in [13],
where each web page contains some meta data, defining itagbog
footprint. Several models are already available [3, 9]. éDthodels

found in pages, such as zip codes or town names, but doessiot difrom the GIS community, such as GML from the Open GIS Consor-

cuss in detail how to extract these, or how to resolve theggeobr
nongeo/geo ambiguity.

Work in [4, 11] introduced the idea of a pageisographic scope
i.e., the area it addresses in terms of readership. Initigléy assign
a position to every web site based onvitsoi s entry. Then a fixed
hierarchy of administrative regions is superimposed, awdeslink
analysis is performed. If enough links from a region poinateeb
site and these links are evenly distributed, the regiondkided in
the site’s geographic scope. The approach was applied tdritied
States using states, counties, and cities for the geograypdriarchy.
Our approach in Section 4.6 is basically a generalizatiahrafine-
ment of the work in [4, 11], but differs in several ways. In gea,
[4, 11] is fairly coarse-grained as it focuses on sites ambiaf single
pages and on relatively large geographic regions. It reliethe exis-
tence of a sufficient number of incoming links, and thus dagswork
well for pages and sites with moderate in-degree. The etiatuin
[11] is limited to sites in theedu domain, wherevhoi s provides a
good estimate of a site’s location, and does not address nuisg
data from page content.

The approach closest to ours is [1], using a hierarchicattier
with 40,000 names of cities all over the globe. It performe ged-
ing by looking for names of cities with more than 500,000 pepp
though decreasing the minimum size to 5,000 is reported ve ha
positive effect. The gazetteer’s hierarchy is used forrdisiguation
when there are several towns of the same name, but the siae/s t
is not considered in this case. Similar to our geographicpitat,
[1] focuses on a documentigeographic focusather than the more
specializedgeographic scopef [11]. In contrast to our system, the
geographic focus of a page is not represented in geograpbiclie
nates, but tied to a node in the hierarchical gazetteer. eTban be
several foci for a document, although the authors expfigtek to
avoid this by grouping.

Geographic Search Engines:Several geographic search engines
are already available online. Some are academic prototypssd
either on small specialized collections or a meta searchoaph. In
particular, [16] performs automatic geo coding of docuradrased
on the approach in [11]. Most other prototypes, such as gjuire
pages either to carry special markup tags or to be manugistezed
with the search engine.

There are several lesser-known geographic engines by caraine
players. Some, such as the extensioNtwthern Lightby Divine
[12], have already disappeared again. Others such as [pne
geographic meta data in the pages, or query internet difestsuch
as the Open Directory Project. Of all these, the Swisarch.chen-
gine [22], which has been around for several years, is ddeasur
approach. It allows users to narrow down their initial shdrg spec-
ifying a more and more focused location, over several hibieal
levels such as cantons (states) and cities within Switzérla

As mentioned, geographic search has recently receivedad &tt
tention from the major search companies. B@bogleand Yahoo
have introduced localized search options [15, 24]. Themreg@ches
appear to be quite different from ours, and seem to rely omeat-i
mediate business directory. Users first retrieve entriebidsinesses
that satisfy certain keywords and are close by, and can ttteneéthe
search to actually retrieve pages about these businesdeheaarea
they are located in. The exact algorithms are not publiciZéare are
two main differences to our approach, the intermittentress direc-
tories and the location modeling to point coordinates, the street
address of the businesses, to be displayed on detailed stegss.

tium [7], can be adapted. However, there are two major probje
inherent to the Semantic Web, that make this approach iibleas
for general web search (though it may be useful in other sgzs)a
First, there is ahicken and eggroblem. Authors will only include
meta information if search engines use them, while enginkksvait
for a sufficient amount of meta information to become avé@die-
fore building any services on it. Second, Web authors argmbe
trusted, as they frequently provide misleading inforntatmmanipu-
late search engines. For this reason current engines patiention
to existing meta tags.

3. UNDERLYING DATA

We now briefly describe the data, as used in our prototypendJsi
the PolyBotweb crawler [23], we acquired about 31 million distinct
web pages from thde domain in April 2004. We chose ttae do-
main for two reasons. First, itis the right size both geobieglly and
in terms of number of pages. It is quite dense with alyo&imillion
registered domains within a relatively small area. It ipatsasonably
self-contained in terms of link structure. Thus, the domaiovides
a nice test bed, meaningful but not outside the reach of atiade-
search. Thele domain was estimated in 2000267% of the entire
web [2]. This translates to abod0 million pages to achieve the
same coverage dsbillion pages (the size dboogleas of November
2004) on the entire web; this is within reach of our curremigeSec-
ond, availability of geographic data is a big issue. Whei s entries
for de domains are complete and well structured, allowing us to ex-
tract information without effort. We retrieved 680,0800i s entries
for all the domains our crawl had touched; many of & million
registered domains do not actually have a live web server.aite
had access to several other sources of geographic data fora@g
and an understanding of the language, administrative gpbgr and
conventions for referring to geographic entities.

We focused on two geographic data sets for Germany. The first
maps each of 5,000 telephone area codemtecity and also to the
coordinates of the centroid of the region that the code sov&he
second maps zip codes to 82,000 towns, and these towns t@thei
sitions. If the town was a village, it was also mapped to theas
ciated city. This data set originated from a GIS applicatiohere
geographic positions are the database keys and town nameslgr
for display to the user. Names were often misspelled or aidies
in various nonstandard ways, requiring painstaking macleaining.

4. GEO CODING

The process of assigning geographic locations to web pagas t
provide information relevant to these locations is calied coding
A document can be associated with one or multiple locatifomgx-
ample when a company web page refers to several differetgteut
We call this collection of locations the pagejeographic footprint
For every location in the footprint, an integer value is gsed that
expresses theertaintywith which we believe the web page actually
provides information relevant to the location.

In our approach, we divide geo coding into three stgps, extrac-
tion, geo matchingandgeo propagation The first step extracts all
elements from a page that might indicate a geographic lmtain-
cluding elements in URLs. The second step tries to make sgse
these by mapping them to actual locations, i.e., coordinaied leads
to an initial geo coding of the pages. In these first two stepsnake
use of databases of known geographic entities such as oitiep
codes. In the third step, we perforgeo propagatiorto increase the



quality and coverage of the geo coding through analysis&fdtruc-
ture and site topology. Before we proceed with the desoripif our
geo coding process, we introduce our representation of andeat’s
geographic footprints.

4.1 Geographic Footprints of Web Pages

In every GIS, a basic design decision has to be made between

vector data model and a raster data model, mapping data atits a
crete grid. A web page may contain several geographic héoise
referring to point positions, others (cities or zip codesgr to polyg-

onal areas. Thus, our data model has to handle both types.eWe d

cided to use a raster data model, representing geograpbtiorifats
in a bitmap-like data structure. In comparison to a vectodehowe
lose some precision by pressing the information into thd. gwith
a sufficiently fine grid however, the degree of imprecisiossall,
especially when compared to other uncertainties in the aladaex-
traction process. In our case, we superimposed a giddf x 1024
tiles, each covering roughly a square kilometer, over Gagnand
stored an integer amplitude with each tile, expressing #reainty
that the document is relevant to the tile.

This representation has two advantages. First, it allowts wfi-
ciently implement some basic aggregation operations opfints. If
a page contains several geographic features, the foofpritite page
is defined as the sum of the footprints of the individual fezguafter
suitable normalization. These operations are very usefting geo
propagation and query processing. Second, since for mostEnts
only a few tiles are non-zero, we can efficiently store thegdaats in
a highly compressed quad-tree structure. Moreover, we satogsy
compression (smoothing) on such structures to furtheraedheir
size and thus facilitate efficient query processing.

We implemented a small and highly optimized library for aper
tions such as footprint creation, aggregation, simplificatsmooth-
ing), and intersection (for query processing) based on-grgas. Our
focus here, as discussed earlier, is not on simple yellove ppgra-
tions but more general classes of geographic search opasatDur
grid model is particularly useful for the geo propagation ajuery
processing phases, where exact locations are not thaatruci

4.2 External Databases

In addition to geographic markers extracted from pagesusex-
ternal sources can also be used for geo coding, in partibukiness,
web, andnahoi s directories.

Business directories (yellow pages) map businesses aadiatesl
web sites to addresses, and thus to geographic positiomse §eo-
graphic search engines such as thos&obgleand Yahoo[15, 24]
appear to make heavy use of business directories. The naitepn
with business directories is also their biggest strengtheyTrequire
registration fees, and thus usually list mainly commerctahpanies,

ministrative geographgind common usage of geographic terms. Thus,
one has to know how geographic names are composed, whati¢he ro

of states and counties is, and how postal or area codes atelisee
every country is organized differently, the rules preseérfte Ger-
many in this section will have to be adapted for other coestand
languages. In the United States, for example, most addresseain
tRe state, which can be used to resolve ambiguities betwmemst
with the same name.
tioned. German telephone area codes and zip codes are kighly

tered, i.e., codes with a common prefix tend to be in the sagiene

Large companies might have their own zip code, but we codlet in
their position from the positions of similar zip codes.

We give a brief summary of the usage of geographic terms in Ger

many. States, like counties and districts play little raiedaily life
and are rarely mentioned, and thus ignored. Area and zipscaxe
distributed in clusters; at least all entries with the samst digit are
clustered. There is no simple relation between these nomedes
and towns. A town might cover several of these codes or seoeras
might share the same numeric code.

Towns fall into two categories, cities and villages (alsodughs),
with a one-to-many relationship between the two. Everyag#l is as-
sociated with exactly one city, but a city might be assodatih sev-
eral villages. Villages are often mentioned in conjunctath their
cities. German town names consist of up to three parts. , Firste
is an optional single-termdescriptive prefixsuch asBad Second,
there is a mandatorgnain name such ag-rankfurt, and third, extra
descriptive termssuch asei Kéln am Main Sachseri Descriptive
prefixes and large parts of the descriptive terms are ofteppdrd or
abbreviated in various ways. The city Bfankfurt am Mainmight
be written asFrankfurt M., Frankfurt/Main, Frankfurt a.M, or just
Frankfurt

4.4 Geo Extraction

This step reduces a document to the subset of its terms thaglea
ographic meaning. If there is any uncertainty whether a tsmsed in
a geographic meaning or not (callgdo-nonge@mbiguity [1]), then
this is resolved at this point. We extract only those gedgamark-
ers that we know how to map to geographic positions: town Bame
phone numbers, and zip codes. In addition to page contena|see
analyzed URLs. URLs are a very useful source of geograpfie-in
mation, but tricky to analyze since terms are often not weplasated
(e.g., finding a city name inheapnewyor khot el s. comis not
straightforward). We refer to [20] for details.

4.4.1 Town Names

When extracting terms that might refer to towns, we couldpym
write out all terms that appear as part of some town name. kenve

In German addresses, states are never men

ignoring many personal or non-profit web sites. The fees kewe this would produce a lot of garbage; many terms from town rsaane
also often result in higher data quality. also common German or English words or surnames. To avad thi
Web directories such as Yahoo and ODP maintain geographic dive manually divided the set of all terms that appear town rszinte
rectories that categorize sites by region. They are difftouhaintain, ~ 3,000weak termshat are common language terms, and 55 $1@fhg
far from complete, and often outdated. However, they canseduli  termsthat are almost uniquely used as town names. When parsing
as an additional data source in geo coding. web pages, we first try to extract all strong terms. Next, vk fior
As an integral part of the Internet infrastructure and fyemicessi- ~ any weak terms that appear together with the extractedgsteyms
ble, thewhoi s directory is also a good source of geographic infor- in the same town name. The underlying idea is that we try todind
mation. For every domain, it contains the address of theviddal ~ town’s main name first and then parse for weak terms (oftendon
that registered it. An earlier study [25] showed a high degrieaccu-  the descriptive suffixes and prefixes) to resolve any amtyigui
racy forwhoi s entries. However, the quality etoi s entries dif- We assigned a distance to each weak term. A weak term woutd onl
fers between top-level domains. For tthe domain, they are highly ~be recognized if it appears within that distance from an cased
structured and usually complete, with precise addresseésphane ~ strong term. Thus, if we find the strong teffnankfurt, we might
numbers. In contrast, entries for thk domain typically contain less ~accept the weak terfain anywhere on the pageistance = ),
information and are fairly unstructured. or the weak ternOder within distance = 2 since it is a much more
In Section 4.6.1 we discuss how to plug information from suchcommon ternt.
databases into our geo coding process.

4.3 Germany’s Administrative Geography
Effective geo coding requires an understanding of a colsnag-

near the city of Cologne, on the river Main, in the state of@gx

2Main andOder are names of rivers; howevedder is also the Ger-
man word foror.



To further increase the precision of the extraction, we gaesd
killer termsandvalidator termsto the strong terms. Any appearance
of a strong term will be ignored if one of its killer terms alsppears
within some distance. Also, if a strong term has a validatomtas-
signed to it, then any appearance of the strong term will berigd
unless the validator term appears within some distances dllaws
us to handle town names that are also normal German wordslsd/e a
introduced a list ofgeneral killerssuch that any strong term within
some distance of a general killer will be ignored. This listswilled
with 3,500 common first names and titles suchvas Mrs., or Dr. to
avoid mistaking surnames for town names. More details angh
[20], where we discuss phone numbers and zip codes.

4.5 Geo Matching

The previous step reduced documents to sets of terms that car
a geographic meaning. This step maps these terms to actuas,to
and thus to geographic locations. The problem, is that semmast
can point to several town names, caltggb-geo ambiguitjl]. Some
towns share the same main name, and a town’s main name maght ev
appear in another town’s descriptive terms. We make twanagsans
about the usage of town names that allow us to define rulesodvee
these ambiguous cases.

The first assumption is that the author of a document memipai
town name intends to talk aboatsingle town of this nameot about
several towns of that name. That is, someone mentioRiagkfurt
intends to talk about either one of the two towns in Germanthaf
name. This assumption is callsohgle source of discourdé]. Even
if this assumption fails, it only introduces a negligiblearto a geo-
graphic search engine. Thus, in the rare case where a dotudiisen
cusses why “neither town named Frankfurt has a strong steaer”,
it might be acceptable to only assign this page to one of tbddwns.

The second assumption is that the author most likely meant th
largest town with that name. There are for examples two towits
the nameGottingen a larger city and a tiny village, situated about 150
km apart. One expects that there are more pages about tlee tdrg
the two towns. The page will therefore be assigned to themitythe
village, unless there are other strong indications. Asteefibcan be
argued that the failure of this hypothesis only introducesaaginal
error, especially when the difference in size is huge.

Our strategy consists of the following steps. First, a mesrused
to evaluate matches between town names and terms. Seconditeve
out the town with the best match, and then delete its ternm fie
term set. Finally, we start over to find additional matchegranre-
duced term set. There are several measures for the quabitynafich
between a town name and a set of terms. The actual implermentat
of the algorithms is omitted, since it is tailored to Germaadmin-
istrative geography and to the databases available to usgé&heral
strategy however is broad enough to be adapted to variousrees
and data sets.

45.1 Measuring Geo Matching

The degree to which a town name can be matched with a set
retrieved terms can be measured in various ways. None of pleem
forms well on its own, but in combination they prove adequate
deciding the best of several possible matches.

One simple measure is tmember of matched termise., the num-
ber of terms in the town name that are contained in the setrofste
from the web page. A similar measure is thaction of matched
terms i.e., the fraction of terms in the town name that were found i

aboutFrankfurt am Main® In our application we employed a simpli-
fied version, using Germany’s administrative hierarchyragmdica-
tor of distance. This measure can be looked up from a tablkiyi
without ever having to compute an actual distance.

4.5.2 The Matching Strategy

Since the implementation of our matching algorithm, calk&h
First, is very specific to Germany, we will not show it in full dethiit
rather sketch the underlying strategy. The algorithm ileddB-first
because it extracts theestof the big townsfirst. It starts with the set
of all strong terms found in the document, calfeglund- st r ong,
and the set of all German towns, and proceeds as sketcheflmTa

1. Goup towns into several categories accord-
ing to their size.

2. Start with the category of the |argest
t owns.

3. Deternmine the subset of all towns fromthis
category that contain at |east one termin
f ound- st rong.

4. Rank themaccording to a mix of the neasures
described in Section 4.5. 1.

5. Add the best matched town to the result.

6. Renove all ternms found in this town nane
fromthe set found-strong.

7. Start this algorithmover at Step 3, as |long

as there are new results.
If there are no new results, repeat the al-
gorithmfor the next category down.

Table 1: Basic steps of the BB-First algorithm

In our implementation, we measured the size of towns onlyobly s
ing them intovillagesandcities, thus running the algorithm only with
these two categories. The algorithm can be directly tragede un-
derlying assumptions. It clearly prefers large towns ovealsones.
It also assumes a single sense of discourse, since eveng sgon
can cause at most one town to be matched before it is remowed fr
f ound- st r ong. The extracted towns receivecartainty valug es-
timated with the same measures we used to determine howomeilt
were matched with the set of terms.

The results of this algorithm, i.e., the matched towns, hem ffi-
nally mapped into our quad-tree based footprint structiitie wteger
amplitudes. Note that cities are not mapped to a single titeada
larger area of a few kilometers squared. Each tile in the igugives
as amplitude the sum over the certainties of towns that mapiso
tile. Applying this procedure to every document resultsriniraitial
geo coding of our web crawl that can be processed furthenghie
next step. In this initial coding, each page that containe@ygaphic
marker has an associated non-empty geographic footprirduid set
of 31 million pages, about7 million had non-empty footprints based
on page content, represented in an average3dfbytes after com-

cRression. About.7 million pages had (separate) non-empty foot-

prints based on extraction of markers from their URLS, repnéed in
an average o8 bytes since there are fewer extracted markers.

4.6 Geo Propagation

After applying the above techniques, and excludihgi s entries,
slightly more than half of all web documents have a non-engety-
graphic footprint associated with them. This is not unexpecsince
not every document contains a geographic reference inxts @n

the page. For any of the above, one can find examples where thg}a gther hand, many of the pages that did have a footpring wer

work really well and ones where they fail. Some other typeteoi-
niques are stronger. Ifaumeric markeisuch as a zip code is found,
then this will usually resolve any ambiguity. Another apgb is
based on looking fonearby townslIf we find bothFr ankf urt and

particularly valuable in terms of their actual content. Erample, it
seems that many sites return geographic information sucbratact

3The city of Offenbach is a direct neighbor of Frankfurt am Maind

O f enbach, we can be pretty certain that the page intends to talkabout 700km from the other Frankfurt.



addresses in separate pages from the actual content thait enigt
be looking for. These issues can be overcomgéy propagationa
technique that extends the basic radius-one, radius-tessiation),
and intra-site hypotheses from Web information retriegathie geo-
graphic realm.

automatically extracted from a keyword query, by looking tlerms
that match a city or other geographic term and replacing & Isyit-
able query footprint. The automatic identification of geerthat are
geographical in nature is discussed in [17]. Or alternbtivesers
could use an interactive map for this purpose. In a mobild-env

According to the radius-one hypothesis, two web pages tteat a ronment, the current location of the user could be deterdhfrem

linked are more likely to be similar than a random pair of Fag®].

This assumption can be extended to geographic footpriraselpage
has a geographic footprint, then a page it is linked to is rfikety to

be relevant to the same or a similar region than a random pEgye.
radius-two hypothesis about pages that are co-cited cantbaded
similarly. The intra-site hypothesis states that two pagebke same
site are also more likely to be similar. For documents fromsame
sub-domain, host, or directory within a site, even strorsa@tements

can be made. This can also be extended to geographic pemperti

For Germany, it is particularly useful since there existavathat any

the networking infrastructure and translated into a faatpResults
could be shown as lists or displayed on an interactive mapaddi-
tional geographic browsing operations may be supportete Mat a
query footprint should not be seen as a simple filter for keymased
results, but as a part of the ranking function. We will now iz
the actual query processing in two passes, first on an abstxed
and later in terms of our actual current implementation.

5.1 Basic Geographic Query Execution
We now outline the differences between geographic and eenve

de site must have a page with the full contact address of the ownetional web search engines on an abstract level. In a nutshetn-

no more than two clicks from the start page. Thus, at leastage
in any given site by law should provide rich geographic infation
which is supposed to apply to the entire site.

ventional search engine works as follows: (i) The user ispuset of
search terms. (ii) The engine determines a set of pagesdhtdin
all the search terms, by using the inverted index. (iii) #rthuses the

Geo propagation uses the above geographic hypothesespa-pro frequencies, contexts, and positions of the term occueeitthese

gate geographic footprints from one page to another. Treigthat

pages, together with other measures such as link strudtumank

if two pages are related in any of the above manners, theylghou the results. This is typically done concurrently with the®d step.

inherit some dampened version of each others geographipriob
We modeled the “inheritance” by simply adding the entiretfoint
of one page to the other, tile by tile, with some dampenin¢pfae,

At first glance, the query processing in our geographic $eangine
works in a very similar way: (i) The user inputs search teand a
query region that is converted intagqaery footprint (ii) The engine

0 < a < 1. The exact value aof depends on the relationship between then uses the keywordsdthe query footprint to determine the set of

two pages. If two pages are in the same directory for exampldll
be larger than if they are only within the same site.

Note that this process does not converge, and has to be Hawitte
care. If geo propagation is performed too often, every simgicu-
ment could end up with a footprint spanning the entire cqunin
practice, one or two steps seem to give most of the benefifp@meer
dampening factors plus lossy compression (simplificatimmevents
footprint sizes from getting out of hand. This results in acréased
number of pages with non-zero footprints and an increaseteuof
non-zero tiles therein.

4.6.1 Geo Propagation in our Prototype

Based on these general ideas, we implemented several fogas o
propagation. Starting out with abolt million footprints, we sepa-
rately performed forward and backward propagation acriogs las
well as between co-cited pages. Thus, if pagbhas a footprintn 4
and links to a pageé3 with a footprintm g, then we transmitn 4 to
B and compute a new footprint of the formp + am 4 for B. This
is implemented using two ingredients: (1) our optimizedIenpenta-
tion of footprint operations based on quad-tree structdessribed in
Subsection 4.1, and (2) an I/O-efficient implementationfémtprint
propagation along links that resembles a single round oPtgerank
implementation in [6]. Footprints are sorted on disk by ohegton
page and then aggregated into the footprint of the destimatage.
Propagation was also performed within sites. Finally, ltegyifoot-
prints need to be normalized. In the end, we obtained ab®ut
million pages with non-empty footprints, for a page coveragmore

than90%. We also separately stored 490,000 footprints that apply t

entire sites. This amounts to abaiit% of all sites, which is smaller
than expected, due to the large number of parked single-pitege
The site’s footprints can be added into pages’ footprintssed sepa-
rately during query processing.
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pages that are in the intersection of the inverted lists amolse foot-
print has a nonempty intersection with the query footpriiit) The
engine then uses the keywordad query footprint, plus other mea-
sures such as link structure, to rank the results.

Thus, the engine uses both keywords and query footpringtteve
candidates results during the second and third steps. Inas4r, the
first step is simply a question of interface design. The séctiap
is also fairly similar to conventional engines, at least drigh level,
except that now only those pages survive that contain altkdéarms
and have a non-empty intersection. The final ranking isle liiffer-
ent, since it has to merge two unrelated ranking measurgsrtance
and geographic proximity.

5.2 Geographic Ranking

We now describe in detail how we rank pages based on both terms

and geographic footprints. The user of a geographic seargine
wants top results to satisfy two criteria: they need to bewvaait as
well as close to the query footprint. One approach would tsénply
use the query footprint as a filter, removing all results solg” the
query area, and then use the standard ranking. At the otldeofen
the spectrum, we could use the search terms as a filter, akdalan
documents in the intersection of the inverted list by thétahce to
the center of the query area.

We decided on a general framework that includes these tves eas
well as the continuum in between, allowing users to selegt thwn
preferences. First, they can choose different shapesdayuéry foot-
print as shown at the top of Figure 1. If a user prefers a shatgffat
a distance of say0 km, she selects the footprint on the left, while the
query footprint on the right models a more gradual appro&elring
the ranking phase, we computegaographic scordor each page in
the intersection of the inverted lists of the query termseba e.g.,
on the volume of the intersection or the vector product betwauery
and document footprint; see the bottom of Figure 1. If theesd®
zero, the document is discarded. Second, she can chooseldhe r
tive weight of term-based and geographic components inathieimg.

Geographic search engines allow users to focus a searchp®t a s Thus, the total score of a document under the ranking fumatiidi

cific geographic area by adding a query footprint to the setegf

words. There are a number of possible interface for spexjfyie
query footprint and displaying search results, and we disdhere
only some basic approaches. In particular, the area ofisteould be

be a weighted sum of its term-based score, its geographie,sand
maybe an additional measure such as Pagerank. Both quépyifto
shape and relative weighting of the scores can be providélddoyser
through simple sliders, allowing interactive reorderifigesults.
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Figure 1: Anillustration of footprints in a single spatial dimensioAt the

top, we have a query footprint with a distance threshold)(lehd a footprint
for a query that gives a lower score for documents that ateeaaway (right).
At the bottom, we show an intersection between a query fodtand a docu-
ment footprint.

5.3 Efficient Geographic Query Processing

Given this ranking approach, we now describe query proagssi
in more detail. Figure 2 shows the example of a query withethre

search terms. After the query is issued, the inverted Istthie three

6. CONCLUSION

This paper outlined design and implementation of a crawkba
geographic search engine for the German web domain. Weibledcr
in detail how to extract geographic footprints from crawleses
through ageo codingprocess consisting @eo extractiongeo match-
ing, andgeo propagationand discussed ranking and query process-
ing in geographic search engines. Our prototype should aitahle
online soon. One open issue for the near future is an apptte@val-
uation of the quality of our footprints and query results.

Beyond this, there are many exciting open problems for &uter
search in this area. On the most general level, many aspedeln
search and information retrieval, such as ranking funsti@atego-
rization, link analysis, crawling strategies, query pssirg, and in-
terfaces, need to be reevaluated and adapted for the puopase
ographic search. We are particularly interested in the¥atg di-
rections. First, we are working on automatically identifyiand ex-
ploiting terms such as “Oktoberfest” that are not listedéographic
databases but clearly indicate a particular location uinche use of
data mining techniques. Second, we are looking at optimigesty
processing algorithms for geographic search engines.d;Thie are
studying focused crawling strategies [5] that can effidiefetch pages
relevant to geographic areas that run across many top-deveains.
Finally, we are interested igeographic miningf the web.

Acknowledgement: We thank Thomas Brinkhoff for cooperation
on earlier work [19] leading up to this project, and for contd feed-

terms are loaded into memory (shown here only as document IDshack and support.

and their intersection is computed. For any document inrttezsec-
tion, there are two lookups. First, we maintain an in-mentabfe of
conservatively approximated document footprints, ole@iby lossy-
compressing the footprint structures down to a size of att masto
200 bytes each. We lookup in this table to check if the intersecti
between the query footprint and the document footprint rsemapty;
if so, we compute an approximation of the geographic scorhef

document. Next, we perform a lookup into an in-memory talfile o

Pagerank values to compute a final approximate documerg.scor

infrastruktur [ 78 [181 [ 211 [231 [me]. ... .. |

integrieren [ 231 [311 [ 418 [802[. . .. .. |

jetzigen [178 [e77 [70s [0 ]. . .. .. |

[LTTTTTTT T ] rascremcvaes

‘_ . |simpliﬁed Footprints

Actual Footprints

Figure 2: Organization of index structures, lookup tables, and gauigc
footprints in a scalable geographic engine.

After traversing the inverted lists and determining, ség top-
50 results, we can perform a more precise computation of thesir g
graphic scores by fetching footprints from disk. There areimber
of other performance optimizations in search engines, asdndex
compression, caching, and pruning techniques [18], trabaritted
here. By integrating these, we achieve query throughputpeoatble
to that of a conventional non-geographic engine.

When compressed t0 or 200 bytes, several million page foot-
prints can be kept in memory by each node of the search enlyise c
ter, a realistic number for large engines. In our prototype,use

a cluster of7 Intel-based machines with reasonably large disks and,
main memories for ouBl million pages to sustain rates of a few [25]

queries per second.
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