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Abstract

We describe a powerful framework for designing efficient batch algorithms for certain large-scale dynamic problems that must be solved using external memory. The class of problems we consider, which we call colorable external-decomposable problems, include rectangle intersection, orthogonal line segment intersection, range searching, and point location. We are particularly interested in these problems in two and higher dimensions. They have numerous applications in geographic information systems (GIS), spatial databases, and VLSI and CAD design. We present simplified algorithms for problems previously solved by more complicated approaches (such as rectangle intersection), and we present efficient algorithms for problems not previously solved in an efficient way (such as point location and higher-dimensional versions of range searching and rectangle intersection).

We give experimental results concerning the running time for our approach applied to the red-blue rectangle intersection problem, which is a key component of the extremely important database operation spatial join. Our algorithm scales well with the problem size, and for large problem sizes it greatly outperforms the well-known sweepline approach.

1 Introduction

In the past few years much attention has been focused on the development of I/O-efficient algorithms. I/O communication is the bottleneck in many large-scale applications such as those arising in VLSI and CAD design, spatial databases, and geographic information systems (GIS). In this paper we consider I/O-efficient algorithms for batched searching problems. We consider both batched static and batched dynamic problems, and use the correspondence which often exists between a d-dimensional static problem and a (d−1)-dimensional dynamic problem to obtain a number of new d-dimensional algorithms.

One prominent example of the problems we consider is the rectangle intersection problem, which is a key component in VLSI design rule checking [31] and in the extremely important database operation spatial join [34]. We illustrate the practical significance of our algorithms by comparing the empirical performance of our algorithm for this problem with the well-known sweepline algorithm developed for internal memory.

1.1 Problem definition and memory model

A searching problem involves a question asked about a query object x with respect to a set V of objects. In a batched static searching problem, a number of queries is asked on a static object set V, and we are concerned only with the overall efficiency over the course of all the queries. In a batched dynamic searching problem we are given a sequence of insertions, deletions, and queries, and we must report all answers to the queries as the sequence of actions is performed. Clearly, a batched problem can be solved using a data structure on which the queries are answered one by one, but often much better performance can be obtained. Batched problems play an important role in large-scale performance sensitive applications, because the problem load is often too big to allow complicated online computation, and computation must then be delayed until the load is lighter. One example is a banking application where demand deposits (checks) are processed while the banks are closed at night. Another example is a database application where the index structure is recomputed (or "rebalanced") when the query load is low.
In this paper we consider batched problems in the standard two-level I/O model [2], and we define the following parameters:

\[ N = \# \text{ of objects in the problem}, \]
\[ K = \# \text{ of queries in the problem}, \]
\[ T = \# \text{ of objects in the solution}, \]
\[ M = \# \text{ of objects/queries fitting in main memory}, \]
\[ B = \# \text{ of objects/queries per disk block}, \]

where \( M < N \) and \( 1 \leq B \leq M/2 \). For batched dynamic problems \( N \) is the number of updates in the problem. Computations can only be done on elements in internal memory. An input/output operation (or simply I/O) involves reading (or writing) a block from disk into (from) internal memory. Our measures of performance of an algorithm are the number of I/Os it performs and the amount of space (in units of disk blocks) it uses. We will for brevity not address the internal computation time of our algorithms, although they are efficient (and often optimal) in the RAM model.

Since each I/O can transmit \( B \) objects or queries simultaneously, it is convenient to introduce the following notation:

\[ n = \frac{N}{B}, \quad k = \frac{K}{B}, \quad t = \frac{T}{B}, \quad m = \frac{M}{B}. \]

As \( n \) is the number of I/Os needed just to read \( N \) objects, we refer to \( O(n) \) as the linear I/O bound. We assume that all I/O-bounds are at least linear.

The problems we will be interested in are all what is called decomposable [8, 17, 29]. Here we define an external memory version of this property called external-decomposable.

**Definition 1** Let \( \mathcal{P} \) be a searching problem and let \( \mathcal{P}(x, V) \) denote the answer to \( \mathcal{P} \) with respect to a set of objects \( V \) and a query object \( x \). \( \mathcal{P} \) is called external-decomposable, if for any partition \( A \cup B \) of the set \( V \) and for every query \( x \), \( \mathcal{P}(x, V) \) can be computed in \( O(1) \) additional I/Os given \( \mathcal{P}(x, A) \) and \( \mathcal{P}(x, B) \) in appropriate form.

A simple and important example of an external-decomposable problem is one-dimensional range searching: Given a set \( V \) of integers, build a data structure such that given a query range \([x_1, x_2]\), all points in \( V \) that lie within the range can be reported efficiently. The problem is external-decomposable as we easily can compute the result for \( V = A \cup B \), given the result of a query on \( A \) and \( B \). The problem can of course be generalized to higher dimensions where it is also external-decomposable. Another important external-decomposable problem which has received a lot of attention in the computational geometry literature is the \( d \)-dimensional rectangle intersection problem, that is, the problem of determining all intersecting pairs among a set of axis-parallel hyperrectangles in \( d \)-dimensional space [15, 17, 16, 35, 9]. The problem is a key component in VLSI design rule checking [31], and in databases it is a component in the fundamental join operator in relational [19], temporal [36], spatial [33, 34], and constraint [22] models.

### 1.2 Previous related results

As mentioned, considerable attention has recently been given to the development of provably I/O-efficient algorithms. Aggarwal and Vitter [2] considered sorting and permutation related problems in the two-level I/O model and proved that external sorting requires \( \Theta(n \log_m n) \) I/Os.\(^1\) I/O-efficient algorithms were later developed for several other problem domains, including computational geometry [1, 3, 6, 18], string problems [5] and graph theory [3, 12, 37, 25]. See the mentioned papers for more complete references; a recent survey is also included in [4]. In the database literature a lot of attention has also been given to I/O-efficient computation, but with more emphasis on practical performance on “real-life” data. Special attention has been given to the development of I/O-efficient spatial join algorithms [10, 20, 21, 24, 26, 27, 30].

A number of I/O-efficient algorithms have been developed for decomposable problems and most of them can be formulated as batched static or dynamic searching problems. Goodrich et al. [18] presented a technique called distribution sweeping and used it to develop I/O-efficient algorithms for a number of two-dimensional problems, including the batched range searching problem, the orthogonal line segment intersection problem, and the rectangle intersection problem. The first problem is a batched problem by definition, and the latter two can easily be transformed to one-dimensional batched dynamic problems using the plane sweep paradigm [31]. Arge [3] considered the three problems, and developed I/O-efficient algorithms by looking at them as batched dynamic one-dimensional problems and developing I/O-efficient data structures for such problems. His so-called buffer trees are only efficient in a batched setting and cannot be used to answer single queries efficiently. Recently, Arge et al. [6] considered a large number of problems involving line segments in the plane.

In the internal memory setting, batched dynamic problems were considered by Edelsbrunner and Overmars [17]. They were motivated by the fact that for a number of problems dynamic data structures were not

\(^{1}\)All optimality claims in this paper are in the comparison I/O-model, where comparisons are the only allowed operations in internal memory.
known. Even for problems where dynamic structures were known they showed that batched techniques can sometimes be more efficient overall. In external memory the latter motivation plays an even bigger role because of fundamental computational limitations. A simple illustration of this is the one-dimensional range searching problem. The obvious data structure for this problem is the B-tree [7, 13]. A B-tree on \( N \) elements uses optimal \( O(n) \) space, can be built in \( O(n \log_B n) \) I/Os, and can be used to answer a range query in \( O(\log_B n + t) \) I/Os. It is easy to realize that the query bound is optimal. The batched static version of the problem can thus obviously be solved by building a B-tree on \( V \) and then performing the \( K \) queries one by one. This results in an \( O((n + K) \log_B n + t) \) solution. However, unlike in internal memory where a similar approach using a balanced binary search tree results in an optimal \( O(\log N + T) \)-time solution, we can get a better (and optimal) \( O((n + k) \log_m n + t) \)-I/O solution by using distribution sweeping or buffer trees.

Recently, some research has also been done on the practical merits of the algorithms. Chiang [11] implemented the orthogonal line segment intersection algorithm developed in [18] using distribution sweeping and showed that it out-performs internal memory solutions even on moderately sized instances. Vengroff [38, 39] designed TPIE (Transparent Parallel I/O programming Environment), a set of C++ functions and templated classes that allow for a simple and efficient implementation of two-level external-memory algorithms. Efficient TPIE implementations for a variety of sorting and scientific computing applications are given in [40].

1.3 The results in this paper

The main result in this paper is a technique for designing I/O-efficient and space-efficient batched dynamic algorithms for external-decomposable problems. Our technique works for a wide range of problems that we call “colorable.” We define the colorable property in Section 2 and show that a number of natural one-dimensional problems such as range searching are colorable.

In Section 3 we describe our technique and use it to obtain algorithms for some of the two-dimensional problems also considered in [3, 18]. Our algorithms have the same \( O(n \log_m n + t) \) optimal performance as the previously developed algorithms, but in some sense our technique provides a general framework for the solution of the problems. We also show how our technique can be used to obtain new I/O-efficient algorithms by providing the first dynamic version of external planar point location. In Section 3 we also show that our technique can be used recursively, and thus we obtain the first known I/O-efficient algorithms for \( d \)-dimensional batched range searching, orthogonal line segment intersection, and rectangle intersection. Our algorithms use \( O(n \log_m n + t) \) I/Os and linear space. We believe that our technique will prove useful in the design of other I/O-efficient algorithms. In Section 3 we give one further application of our result to a batched dynamic problem for which no solution was previously known.

In Section 4 we demonstrate the practical merits of our approach, by comparing the empirical performance of an \( O(n \log_m n + t) \)-I/O algorithm developed using our technique with an optimal \( O(N \log N + T) \)-time sweep algorithm developed for internal memory. The problem we consider is a special case of the rectangle intersection problem, and one of the two subproblems of spatial join. Algorithms with a similar I/O bound for this problem can be developed using known techniques. However, our algorithm is very simple and practical and is readily implemented in TPIE. Our experiments show that the sweep algorithm “breaks down” once the size of the sweepline structure becomes bigger than the available internal memory, whereas our external algorithm scales well.

2 Batched static colorable problems

In this section we define the notion of colorability and show that a number of simple one-dimensional batched static problems are colorable.

Definition 2 Let \( \mathcal{P} \) be an external-decomposable batched searching problem. Consider the problem \( \mathcal{P}_C \) where a color chosen from a set \( C \) is associated with each query \( x \), and where a set of colors \( C_v \) is associated with each object \( v \in V \). Only objects where \( \text{color}(x) \in C_v \) are considered when answering \( x \). Problem \( \mathcal{P} \) is called \( (I(N,K),S(N,K)) \) \( m^{1/c} \)-colorable if the following two conditions hold:

1. For all colorings \( \text{color} \), where \( |C| = \Theta(\sqrt{m^{1/c}}) \) and where the number of different color sets \( C_v \) is \( O(m^{1/c}) \), for some constant \( c \geq 1 \), \( P_C \) can be solved in \( O(I(N,K) + t) \) I/O operations and \( O(S(N,K)) \) space after an initial sorting step, and
2. If \((V_1,Q_1) \) and \((V_2,Q_2) \) are two valid instances of \( \mathcal{P} \) then \((V_1 \cup V_2,Q_1 \cup Q_2) \) is also a valid instance.

We call an \( m \)-colorable problem just a colorable problem. Note that such a problem is \( m^{1/c} \)-colorable for any \( c \). We can show that the one-dimensional batched range searching problem as well as a number of other simple one-dimensional problems are \( (n + k, n + k) \) colorable. Here we consider a more general problem, namely, the batched interval intersection searching problem, where a query and the objects in \( V \) are integer intervals. A query with interval \( e \) must return all intervals in \( V \) having a point in common with \( e \). The
1. Sort the intervals according to their left endpoints.

2. Scan the sorted list of intervals, maintaining $O(m)$ (initially empty) active lists, one color list $C$ for each of the $\Theta(\sqrt{m})$ colors and one set list $S$ for each of the $O(m)$ different color sets. For every interval $r$ do the following:

   (a) If $r$ is a query then add $r$ to color list $C_{\text{color}(r)}$, and scan through all set lists $S_U$ corresponding to color sets $U$ containing $\text{color}(r)$ one at a time, reporting intersections between $r$ and intervals in $S_U$ and removing intervals from $S_U$ that do not intersect $r$.

   (b) If $r \in V$ then add $r$ to the set list corresponding to $r$'s color set and scan through every color list $C_c$ corresponding to colors in the color set, reporting intersections between intervals in $C_c$ and $r$ and removing intervals from $C_c$ that do not intersect $r$.

Figure 1: Algorithm for the batched colored interval intersection searching problem.

The complete scan after the initial sorting step can be performed in $O(n + t) \log n$ time, as can be seen by the following reasoning: The number of active lists is $O(m)$, so there is room for one block from each of the lists in internal memory. We collect intervals inserted into an active list in internal memory and only write them to disk once $B$ of them have been collected. Thus $N + K$ insertions can be processed in $O(n + k) \log n$ time. An interval is added only once to an active list, and in each subsequent scan of the list the interval is either removed permanently or contributes an intersection to the interval that initiated the scan. A simple amortization argument completes the proof.

**Lemma 1** The batched static one-dimensional interval intersection searching and range searching problems are $(n + k, n + k)$ colorable.

**Proof:** In order to establish the correctness of the algorithm we observe that an interval $v \in V$ and a query $q$ that intersect can be classified into two cases: (i) $v$ begins before $q$ and (ii) $q$ begins before $v$. Step 2a of the algorithm reports all intersections between a query interval and currently “active” intervals from $V$ with a relevant color set, thus handling case (i), while Step 2b similarly handles case (ii). Note that when an interval is removed from an active list we are sure that it will not intersect relevant intervals processed later in the scan.

The complete scan after the initial sorting step can be performed in $O(n + t) \log n$, as can be seen by the following reasoning: The number of active lists is $O(m)$, so there is room for one block from each of the lists in internal memory. We collect intervals inserted into an active list in internal memory and only write them to disk once $B$ of them have been collected. Thus $N + K$ insertions can be processed in $O(n + k) \log n$. An interval is added only once to an active list, and in each subsequent scan of the list the interval is either removed permanently or contributes an intersection to the interval that initiated the scan. A simple amortization argument completes the proof.

**3 Batched dynamic problems**

In this section we develop a general technique for solving a batched dynamic version of a colorable problem in an I/O-efficient manner. Our approach is inspired by an approach used by Edelsbrunner and Overmars [17]. An instance of a batched dynamic problem $P$ consists of a sequence of $N$ actions $a_1, a_2, \ldots, a_N$, where each action is either an insertion of a set object, a deletion of a set object, or a query with a query object. For an action $a_i$, we can regard $i$ as the time at which the action is performed. For each object $v$ that ever belongs to the set $V$, there is a time $t_1$ (possibly $-\infty$) when it is inserted and a time $t_2$ (possibly $+\infty$) when it is deleted; we refer to $[t_1, t_2]$ as $v$’s existence interval. When a query $q$ is performed at time $j$, it should be performed relative to the set of objects present at that time, that is, relative to all objects whose existence interval contains $j$. The basic idea in [17] is to use a segment tree [9, 31] to find these objects.

Here we use the same basic idea, but the use of an external segment tree [3] complicates things considerably. The base structure of an external segment tree is a perfectly balanced tree with branching factor $\sqrt{m}$ over the $N + K$ action times. Each leaf represents $M$ consecutive action times and thus the tree has height $O(\log \sqrt{m}(N + K) / M)) = O(\log m(n + k))$. (See Figure 2.) The first level of the tree partitions the action times into $\sqrt{m}$ intervals $\sigma_i$ for illustrative reasons we call them slabs—separated by dotted lines in Figure 2. Existence intervals such as $\overline{CD}$ in Figure 2 that completely span at least one slab are called long intervals; a copy of the object corresponding to each long existence interval is stored in the root. Existence intervals that are not long are called short intervals; the objects corresponding to such intervals are not stored in the root, but are passed recursively down to lower levels of the tree where their existence intervals span slabs. $\overline{AB}$ and $\overline{EF}$ are examples of such existence intervals. Furthermore, we imagine that we “cut” each long existence intervals at the leftmost (rightmost) boundary of the leftmost (rightmost) slab it completely spans, and treat the portions that do not span a slab as small intervals. For example $\overline{CE}$ is cut at the boundary between slabs $\sigma_0$ and $\sigma_1$ and between slabs $\sigma_1$ and $\sigma_2$, and the portions in slabs $\sigma_0$ and $\sigma_1$ are stored further down the tree. Note that at most $M/2$ objects are stored in a leaf. Each object can be stored in several nodes of the structure, but at most twice on each level; thus, the total space utilization is $O(n \log m(n + k))$. To answer a query $q$ at time $j$, we search down the tree to the leaf containing $j$ and in each visited node we answer the query relative to all the “relevant” objects
Theorem 1 The batched dynamic version of an \((I(N,K),S(N,K))\) colorable problem \(P\) can be solved in \(O(I(N,K) \cdot \log_m(n+k)+t)\) I/O operations using \(O(S(N,K))\) space.

Proof: The number of I/Os used to construct the external segment tree and distribute the objects and queries to the nodes of it (Steps 1 and 2 in Figure 3) is \(O(n \log_m (n+k))\): The number of levels of the structure is \(O(\log_m n)\) and to construct one level we scan the nodes on the previous level and the sorted list of \(N+K\) objects and queries, both of which can be done in \(O(n+k)\) I/Os.

Consider the nodes \(r_1,r_2,\ldots,r_l\) on one level of the structure and let \(N_r\) and \(K_r\) denote the number of objects and the number of queries assigned to \(r_i\), respectively. The number of I/Os used to solve the colored batched static problems on the level (not counting the initial sorting step) is then \(\sum r_i (N_r,K_r)\), which is \(O(I(N,K)+t)\) as \(I\) is at least linear and as \(\sum r_i N_r \leq N\) and \(\sum r_i K_r \leq K\). Furthermore, by presorting the queries and objects (using \(O((n+k) \log_m (n+k))\) I/Os) and distributing them in sorted order to the nodes, we can avoid sorting when solving a batched static problem, and thus the total number of I/Os used in Step 3 is \(O(I(N,K) \cdot \log_m (n+k)+t)\). A space bound of \(O(S(N,K) \cdot \log_m (n+k))\) follows from a similar argument, but the space can be improved to \(O(S(N,K))\) by noting that if we solve the batched static problem for a level of nodes before going on to build the next level, there is no need to store more than one level of the segment tree at any time (in [17] this idea is called streaming).

3.1 Simple applications to one and two-dimensional problems

Theorem 1 together with Lemma 1 immediately give us efficient solutions for one-dimensional batched dynamic range searching and interval intersection. It is well known that a number of two-dimensional batched static problems can be regarded as one-dimensional batched dynamic problems using the plane sweep technique. For example, the orthogonal line segment intersection problem (namely, given a set of \(N\) line segments in the plane parallel to the axes, report all intersecting orthogonal pairs) can be reduced to solving a batched dynamic one-dimensional range searching problem. Similarly, the two-dimensional batched range searching problem can be regarded as a simple version of batched dynamic interval intersection, where the queries are points. We can thus also obtain efficient algorithms for these two problems, and combining them we obtain a solution to the rectangle intersection problem.

All the above external-decomposable problems are of a type where the solution to \(P(x,A \cup B)\) is just the concatenation of \(P(x,A)\) and \(P(x,B)\). One problem where this in not the case is the batched static version of the external-decomposable immediate obstacle problem [17, 28], where we are given a set of \(N\) points and vertical line segments in the plane, and for each point \(p\) we should compute the first segment hit by a horizontal
1. Sort the list $A$ of the $N + K$ actions by time.
2. Construct the external segment tree and distribute the objects and queries to the relevant node:
   (a) Create the $(n + k)/m$ leaves by scanning through $A$.
   (b) Repeatedly, scan through the last level of nodes created and the list $A$, creating one more level of the segment tree and distributing the objects and queries in $A$ to the relevant (newly created) nodes.
3. For each node $r$ in turn solve a colored batched static version of $P$ on the colored objects and queries associated with $r$.

**Figure 3:** Algorithm (sketch) for the batched dynamic problem $P$.

Corollary 1 The one-dimensional batched dynamic range searching and interval intersection problems can both be solved in $O((n + k)\log_m (n + k) + t)$ I/Os and $O(n + k)$ space. The orthogonal line segment intersection, 2d batched range searching, and 2d rectangle intersection problems can all be solved in $O(n \log_m n + t)$ I/Os and $O(n)$ space. The batched static version of the immediate obstacle problem can be solved in $O((n + k) \log_m (n + k))$ I/Os and $O(n + k)$ space.

It should be noted that similar I/O and space bounds have been, or can easily be, obtained using distribution sweeping [18]. In the next subsection we will extend our technique and use it to obtain solution to problems for which no I/O-efficient algorithms were previously known.

3.2 Advanced and higher dimensional applications

By decreasing the fan-out of the segment tree used in the previous section from $\sqrt{m}$ to $\sqrt{m}/8$ we can prove the following (proof omitted for brevity).

**Theorem 2** The batched dynamic version $P_{bd}$ of an $(I(N, K), S(N, K))$ $m^{1/8}$-colorable problem $P$ can be solved in $O(I(N, K) \log_m (n + k) + t)$ I/O operations using $O(S(N, K))$ space. $P_{bd}$ is $(I(N, K), S(N, K)) \sqrt{m}/8$-colorable.

Theorem 2 can now immediately be applied to our algorithm for the batched static immediate obstacle problem in Section 3.1 to make the algorithm work on the batched dynamic problem, and by using the theorem recursively the algorithms discussed in Section 3.1 can be extended to work in $d$ dimensions.

**Corollary 2** For each constant $d > 1$, the $d$-dimensional batched range searching problem and the $d$-dimensional rectangle intersection problem can both be solved in $O(n \log_m^d n + t)$ I/Os and $O(n)$ space. The batched dynamic immediate obstacle problem can be solved in $O(n \log_m^d n)$ I/Os and $O(n)$ space.

A more complicated application of Theorem 2 is to the batched dynamic planar point location problem. In our formulation of this problem we are given a set of $N$ non-intersecting (and not necessarily orthogonal) line segments in the plane and a set of $K$ points. The goal is to find for each point the first segment hit by an upwards ray originating in the point. In [6] a rather complicated $O((n + k) \log_m n)$.I/O solution to the static problem is given. The solution shows that the problem is $(n + k) \log_m (n + k), n + k) \sqrt{m}$-colorable, except for the condition that given two valid instances of the problem their union should also be a valid instance. (Details will be given in the full paper.) The union condition does not hold, since the segments in the union can be intersecting. However, if we restrict our attention to instances where only insertions or deletions are allowed (the so called semidynamic problems), the segments must be non-intersecting and the condition is fulfilled.

**Corollary 3** The batched semidynamic planar point location problem can be solved in $O(n + k)$ space and $O((n + k) \log_m^2 (n + k))$ I/Os.

4 Experimental results

In this section we illustrate the practical significance of our algorithms by comparing the empirical performance of an I/O-optimal algorithm developed using our technique with an optimal internal memory sweep algorithm. The problem we consider is a variant of the two-dimensional rectangle intersection problem that we call red-blue rectangle intersection: Given a set of axis-parallel red rectangles and a set of axis-parallel blue rectangles in the plane, report all red-blue intersecting rectangles. The problem has been extensively studied in the database literature as one of the two subproblems of spatial join, which is a core operation in spatial
database systems such as geographic information systems [10, 20, 27, 26, 24, 30].

A simple plane sweep internal memory algorithm can be easily derived from the algorithms for the rectangle intersection problem [9, 17, 15, 16, 21, 35]. This well-known $O(N \log_2 N + K)$-time algorithm sweeps the plane with a vertical line, while maintaining and querying two interval trees [15]. After the initial sorting step the algorithm can be viewed as a red-blue version of the batched dynamic interval intersection problem. This problem is the same as the interval intersection problem we have considered, except that the intervals are colored red and blue, and only red-blue intersections should be reported. It is easy to modify the algorithm in Figure 1 to work for the red-blue problem, and Theorem 1 immediately gives an optimal $O(n \log_m n + t)$-I/O algorithm for the red-blue rectangle intersection problem. It should be noted that this is not a new theoretical result, as previous solutions for the batched range searching problem and the orthogonal line segment intersection problem [3, 18] can be combined to obtain an optimal algorithms for the problem. However, our technique suggests a new practical algorithm that solves the problem in one go. If we imagine building the segment tree structure level by level from the top, and solving the batched static problem on each level, the algorithm can be viewed as a distribution sweeping [18] algorithm, that divides the plane into $m$ slabs, performs a vertical sweep over the slabs to locate intersections, and then recursively solves the problem in each slab.

As mentioned, the red-blue rectangle intersection problem has been extensively studied in the database literature. The proposed algorithms can be roughly classified into two groups: those that use an indexing structure (typically an R-tree variant) built on the two rectangle sets [10, 20] and those that do not [27, 30, 24]. There has been a trend towards analyzing algorithms that do not rely on an index. For example, the PBSM (Partition Based Spatial-Merge) algorithm by Patel and DeWitt [30] has been shown to outperform those based on an R-tree index when the cost of building the index is counted. PBSM can be viewed as a special case of our approach, in which the objects that cross slabs are duplicated in each slab rather than handled with a sweep and recursion. Other algorithms try to avoid too much duplication by using sophisticated partition methods but they are still vulnerable to skewed data [27, 24]. The performance of our algorithm can therefore be said to be similar to these algorithms, except that our algorithm is not prone to skewed locations or shapes of rectangles.

### 4.1 Implementation considerations

Before we present our empirical results in Sections 4.2 and 4.3, a few notes should be made about our implementations of the two algorithms. We based both of our implementations on the TPIE system [38, 39]. As mentioned, TPIE is a collection of templated functions and classes, and the basic data structure in TPIE is a stream, representing a list of objects of the same type. The system contains I/O-efficient implementations of algorithms for scanning, merging, distributing, and sorting streams. Looking at the two algorithms, we quickly see that all the building blocks we need—scanning, sorting, distributing—are already implemented in TPIE. This made the implementation of the algorithm relatively easy and facilitated modular design.2

In order to improve practical performance and provide a fair comparison, we made a number of modifications in our implementations relative to the theoretical descriptions of the two algorithms. In the sweepline algorithm, which we call internal_join, we improved the performance of the sorting step that is done before the sweep by using TPIE’s built-in I/O-efficient sorting algorithm. In the sweep itself, we did not delete an interval from the interval tree when the sweepline left the corresponding rectangle; instead we performed a “lazy deletion” operation on the tree while processing queries to remove “expired” intervals. We implemented a simplified version of the interval tree similar to that described in [14] but used a randomized skip list [32] as the underlying structure instead of a balanced tree structure. Finally, we chose to use a horizontal sweep line instead of a vertical one in order to have the two algorithms sweep in the same direction.

The external algorithm, called external_join, was modified to use random sampling to divide the $x$-interval into slabs instead of presorting the data an extra time. Note that it is possible to solve the problem quickly in internal memory even when the problem size $N$ is much larger than internal memory size $M$, because the data structure size is related to the maximum number of rectangles that intersect a sweepline, which may be less than $M$. For example, the rectangles may be small and uniformly distributed, in which case relatively few rectangles would intersect any given sweepline. Therefore we used an optimistic implementation in external_join that begins each subproblem by running internal_join, hoping that the interval trees would fit in internal memory during the sweep. If TPIE detected that the available memory was exhausted, the sweep was aborted and we proceeded with the external approach.

### 4.2 Experimental data

Along the lines of Chiang [11], we generated four types of input data sets with $N/2$ red and $N/2$ blue rectan-
gales each, placed in a \([0,N] \times [0,N]\) square. In order to guarantee that the reporting cost would not dominate the \(O(n \log m n)\) searching cost, the rectangles were chosen so that the number of intersections between red and blue rectangles was \(O(N)\). As discussed, an important parameter for the efficiency of the two algorithms is the average number of rectangles cut by a horizontal sweep line during a sweep (the \textit{average overlap}). Intuitively, this parameter decides not only the size of the interval trees in the sweep, but also the size of the active lists in the external algorithm. Thus we generated data with a varying number of overlaps.

In the first data set, which we call \textit{small\_rect}, we generated data meant to resemble GIS data (small and relatively uniform distributed rectangles). We chose the width and height of the rectangles randomly in \([0, \sqrt{N}]\), and the \(x\) and \(y\) coordinates of the lower left corner were chosen randomly in \([0, N - \sqrt{N}]\). It can be shown that the expected number of intersections between red and blue rectangles in such a set is approximately \(N/4\), while the expected average overlap and expected maximum overlap are approximately \(\sqrt{N}/4\) [23]. Details will appear in the full paper. The second data set, \textit{tall\_rect}, represents a “hard” instance as it consists of long and skinny vertical rectangles with a large average overlap: We used a fixed width \(h\) (10 in the experiments), chose the height uniformly in \([0, N/2]\), and chose the \(x\) and \(y\) coordinates of the lower left corner uniformly in \([0, N - h]\) and \([0, N/2]\), respectively. The fixed width ensures that the expected number of intersections is approximately \(hN/3\), while the expected average overlap is approximately \(N/4\). In order to investigate the influence of the average overlap, we produced the third set, \textit{wide\_rect}, simply by rotating the previous data set 90 degrees. The \textit{wide\_rect} data set consists of long and horizontally skinny rectangles, with the same number of intersections as before, but with an expected average overlap of approximately \(h/2\). The fourth data set, \textit{wide\_tall\_rect}, consists of both wide and tall rectangles. The wide rectangles were placed in \([0, N/2]\) \(\times [0, N]\), and the tall rectangles in \([N/2, N] \times [0, N]\). The expected average number of intersections in this set is approximately \(hN/4\), and the expected average overlap approximately \(N/8 + h/2\). In the full paper we provide a full analysis of the data sets.

### 4.3 Empirical results

We performed our experiments on a Sun SparcStation20 running Solaris 2.5, with 32 Mbytes of internal memory. In order to avoid network activity, a local disk was used for the input files as well as for scratch files. While we did not restrict the amount of internal memory \textit{internal\_join} could use (and thus relied on the virtual memory system), the amount of internal memory used by \textit{external\_join} was limited to a fixed amount. Experimenting with different values for this parameter, as well as with different values of the logical block size used by TPIE, we found that the best performance was obtained with the main memory use (by TPIE) restricted to 12Mbytes and with a block size of 20 times the physical block size (4Kbytes).

We ran the two programs on the four data sets, with the number of rectangles varying between 50,000 and 1,500,000. Each rectangle consisted of an integer identifier and two corner points represented by two doubles each. Each rectangle thus used 40 bytes and the real size of the data sets varied approximately between 2Mbytes and 60Mbytes. Figures 4 to 7 show the running times of the two programs for each of the data sets. The \textit{external\_join} and \textit{internal\_join} curves represent the total running times (including sorting), while the \textit{external\_join\_int} and \textit{internal\_join\_int} curves represent the times needed to compute the intersections of already sorted inputs.

Our experiments show that our external memory algorithm is very efficient in practice and that the running times of both algorithms depend heavily on the
The external_join algorithm has a steady and efficient performance on the two data sets with a large number of overlaps, but internal_join "breaks down" when the size of the problem becomes bigger than the available main memory. On the data sets with small overlap the performance of the two programs is comparable, and the sorting time dominates the overall running time.

In the following we make a few comments on the results for each data set: The two algorithms perform similarly on the small_rect data set, in which the rectangles exhibit locality and have a small number of overlaps. On these inputs, the external_join algorithm never breaks the plane up into slabs and is thus basically the same as internal_join. The small difference is the two performance curves is due to variations in the experimental conditions (operating systems interference, randomization in the interval tree, etc.). The number of rectangles would need to be more than 1 trillion before internal memory would be exhausted. Note however, that if a sorting algorithm developed for internal memory had been used instead of the TPIE algorithm, the "breakdown" of small_rect would have occurred much before that. In tall_rect the average overlap is large, and the point where the interval trees do not fit in internal memory is quickly reached, making internal_join thrash. As can be seen from the graph, the thrashing point is reached around 700,000 rectangles. When the number of rectangles is between 400,000 and 600,000, internal_join performs slightly better than external_join. The reason is that the latter algorithm detects that not enough memory is available, aborts the sweep algorithm, and starts the external algorithm; the runtime penalty for the aborted sweep counteracts the benefits of the later distribution sweep. On the third data set, wide_rect, the algorithms perform as on small_rect because the average number of nodes in the interval trees is small (constant). Finally, on wide&tall_rect, which is a mixture of the previous two, the breakdown of external_join occurs at around 1,300,000 rectangles, which is to be expected, since the average number of overlaps is half of that of tall_rect.

5 Conclusions

We have demonstrated a fairly general technique for developing batched dynamic algorithms that are efficient in an I/O setting for a variety of decomposable problems. Our empirical study of algorithms for the red/blue rectangle intersection problem suggests that our approach is fast in practice and outperforms currently used methods, especially when the problem size gets too large for internal memory.

There are several avenues of research regarding practical implementation. We are currently studying other algorithms for red/blue rectangle intersection, as well as improving our current implementation. One way of doing so could be to try to predict for a given (sub) problem (e.g., using sampling) if the interval trees in the sweepline approach would fit in memory. We are also implementing batched dynamic algorithms for other decomposable problems.
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