Abstract

In this paper, the geometric design problem of serial-link robot manipulators with three revolute (R) joints is solved using a polynomial homotopy continuation method. Three spatial positions and orientations are defined and the dimensions of the geometric parameters of the 3-R manipulator are computed so that the manipulator will be able to place its end-effector at these three pre-specified locations. Denavit and Hartenberg parameters and 4x4 homogeneous matrices are used to formulate the problem and obtain eighteen design equations in twenty-four design unknowns. Six of the design parameters are set as free choices and their values are selected arbitrarily. Two different cases for selecting the free choices are considered and their design equations are solved using polynomial homotopy continuation. In both cases for free choice selection, eight distinct manipulators are found that will be able to place their end-effector at the three specified spatial positions and orientations.

1. INTRODUCTION

The calculation of the geometric parameters of a multi-articulated mechanical or robotic system so that it guides a rigid body in a number of specified spatial locations or precision points is known as the Rigid Body Guidance Problem. In this paper, it will also be called the Geometric Design Problem. The precision points are described by six parameters: three for position and three for orientation. This problem has been studied extensively for planar mechanisms and robotic systems and has recently drawn much attention to researchers for spatial multi-articulated systems. Solution techniques for the geometric design problem may be classified into two categories: exact synthesis and approximate synthesis.

Exact synthesis methods result in mechanisms and manipulators, which guide a rigid body exactly through the specified precision points. Solutions in the exact synthesis exist only if the number of independent design equations obtained by the precision points is less than or equal to the number of design parameters. If the number of design equations is less than the number of design parameters, then several of the design parameters can be regarded as free choices and their values can be selected arbitrarily so that a well-determined system is obtained. The number of precision points that may be prescribed for a given mechanism or manipulator is limited by the system type and the number of design parameters that are selected to be free choices [1]. For each manipulator/mechanism there is a specific number of precision points for which without selecting any free choices, there is a finite number of exact solutions to the geometric design problem. This number of precision points depends on the number of design parameters and the type of joints and can be calculated using Tsai and Roth’s formula [2], [3].

In approximate synthesis, using an optimization algorithm, a mechanism is found that, although not guiding a rigid body exactly through the desired poses, it optimizes an objective function defined using information from all the desired poses. Approximate synthesis is mainly used in over-determined geometric design problems where more precision points are defined than required for exact synthesis and therefore no exact solution exists. A complete listing of the extensive amount of research that has been performed in the geometric design of spatial mechanisms and robotic systems, both exact and approximate, can be found in [4].

The equations for the geometric design problem of mechanisms and manipulators are mathematically represented by a set of non-linear, highly coupled multivariate polynomial equations. The solutions of these equations can be obtained by either numerical continuation methods or algebraic methods [5]. Algebraic methods solve the polynomial system by eliminating all but one variable that gives a polynomial equation in one variable. All the solutions are
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then obtained by solving for the roots of the final polynomial. Polynomial continuation is a numerical method that computes all the solutions of a system of polynomials by tracing continuously a finite number of solution paths from a polynomial start system to the final system, which is the polynomial system that we want to solve.

Using algebraic methods, the exact synthesis of planar mechanisms for rigid body guidance has been studied extensively by many researchers and is described in most textbooks on mechanism synthesis [6], [7]. The exact synthesis of a few spatial mechanisms and manipulators has been solved using algebraic methods. The spatial geometric design problems that captured the most attention were the spatial revolute-revolute (R-R) [8]-[12] and the cylindrical-cylindrical (C-C) manipulators [13]-[15]. Other than these two dyads, the geometric design problem has been solved algebraically for the following spatial manipulators/mechanisms. Innocenti [16] solved the geometric design problem for the sphere-sphere binary link. Neilsen and Roth [15] solved the slider-slider sphere dyad, cylinder-cylinder binary link, revolute-slider-sphere dyad and cylinder-sphere binary link design problem. McCarthy [17] also solved the exact synthesis problem for several types of dyads. Even though algebraic methods had been demonstrated to be very effective in solving several geometric design problems for spatial mechanical systems there exist many types of robotic and mechanical systems that are used very often in practical applications, such as the 3R, 4R and 5R manipulators, for which the exact synthesis of the geometric design problem has not been solved before. The main reason for this is the high complexity of the non-linear polynomial design equations that are obtained.

Polynomial continuation methods have been used extensively in the geometric analysis and design of mechanisms and robotic systems [18]. They have been very efficient in solving very difficult problems in the geometric design and analysis of robot manipulators for which no algebraic solution had been discovered. The most representative examples are the continuation solutions of the inverse kinematic problem of the general 6R serial manipulator [19] and the forward kinematic problem of the general parallel platforms [20]. For both problems continuation methods calculated correctly all solutions and they served as targets for the algebraic solutions that followed soon after. Roth and Freudenstein [21] were the first to use continuation methods to solve polynomial systems obtained in the kinematic synthesis of mechanisms. Morgan and Wampler [22] solved the path following design problem of 4R closed loop, planar mechanisms using continuation method when five precision points and the location of the fixed pivots are defined. The same problem was solved with continuation method by Wampler, Morgan and Sommese [23] when nine precision points are specified and no free choices are made. These researchers showed that there are up to 4,326 distinct design solutions for this problem. Dhingra, Cheng and Kohli [24] solved several design problems for six link, slider crank and four-link planar mechanisms using polynomial continuation methods. Polynomial continuation methods have never been used to solve geometric design problems of spatial systems.

In this paper, the geometric design problem of 3R spatial manipulators is solved using polynomial continuation methods. Prior work related to this problem is very limited. Tsai [2] and Roth [9] used screw theory to obtain the design equations for this problem but did not solve them. Ceccarelli [26] used Denavit and Hartenberg parameters to formulate the path generation design equations for spatial 3R manipulators where a number of end-effector positions (not orientations) are specified and used a Newton-Raphson algorithm to solve these equations.

In the problem studied in this paper, three spatial positions and orientations are defined and the dimensions of the geometric parameters of the 3R manipulator are computed so that the manipulator will be able to place its end-effector at these three pre-specified locations. Denavit and Hartenberg (DH) parameters and 4x4 homogeneous matrices are used to formulate the problem and obtain eighteen design equations in twenty-four design unknowns. Six of the design parameters are set as free choices and their values are selected arbitrarily. Two different cases for selecting the free choices are considered and their design equations are solved using polynomial continuation. In both cases for free choice selection, eight distinct manipulators are found that will be able to place their end-effector at the three specified spatial positions and orientations. The polynomial homotopy continuation method is implemented using the software package PHC developed by Verschelde and Cools [27], [28].

2. POLYNOMIAL CONTINUATION

Polynomial continuation is a numerical method that computes all the solutions of a system of polynomial equations by tracing a finite number of solution paths from a polynomial start system to the target system of interest. There are two main steps in using polynomial continuation method: a) generate the start system, b) trace a finite number of solution paths to obtain all the solutions of the polynomial system of interest.

A start system is always generated based on an upper bound on the number of solutions of the target system. There are several known upper bounds, the only one relevant to us is the multi-homogeneous Bezout bound. The computa-
tion of this bound is based on a partition of the variables. Suppose that we have a system of \( n \) equations in \( n \) unknowns \( x_1, \ldots, x_n \). We can partition the \( n \) variables into \( m \) groups using one of the following ways:

\[
G_1 = \{x_{11}, \ldots, x_{1k_1}\}, \ G_2 = \{x_{21}, \ldots, x_{2k_2}\}, \ldots, \ G_m = \{x_{m1}, \ldots, x_{mk_m}\} \text{ with } \bigcup_{i=1}^{m} G_i = \{x_1, \ldots, x_n\}
\]  

(1)

The subscript \( k_i \) is the number of variables in the \( i \)-th group. The maximum degree of the \( j \)-th equation, with respect to the \( i \)-th variable group will be denoted by the parameter \( d_{ij} \). The multi-homogeneous Bezout bound (also known as the \( m \)-homogeneous number) with respect to this partition is defined as the coefficient of the product \( \prod_{i=1}^{m} \alpha_i^{k_i} \) in the polynomial \( \prod_{j=1}^{n} \left( \sum_{i=1}^{m} d_{ij} \alpha_i \right) \) where variables \( \alpha_1, \ldots, \alpha_m \) are introduced for bookkeeping.

Once a partition is specified, a start system with the number of solutions equal to the \( m \)-homogeneous Bezout number can be computed. The general procedure for start system generation can be found in [29].

After generating the start system, the second step is to follow a finite number of solution paths to obtain the solutions of the target system. Suppose that the target system is \( F(x) \) and that the start system is \( G(x) \). Then the polynomial system \( H(x,t) \) is defined as:

\[
H(x,t) = c(1-t)^k G(x) + t^k F(x)
\]

(2)

where \( x = (x_1, \ldots, x_n) \) is a complex \( n \)-tuple, \( t \in [0,1] \), \( c \) is a randomly chosen complex number and \( k \) is a positive integer (usually 1 or 2). The system \( H(x,t) \) is known as linear and quadratic homotopy when \( k \) equals 1 and 2, respectively. From the definition above, \( H(x,0) = 0 \) is a system of \( n \) equations in \( n \) unknowns and an additional parameter \( t \). It is obvious that \( H(x,0) = cG(x) \) and \( H(x,1) = F(x) \). The basic premise of the continuation method is that a small change of \( t \) would result in only a small change of \( x \) as a solution of the system of equations \( H(x,t) = 0 \). That is, if \( x(t) \) is a solution of \( H(x,t) = 0 \), then for a small increment \( \Delta t > 0 \), \( x(t+\Delta t) \) is "near" \( x(t) \). One method of computing \( x(t+\Delta t) \) from \( x(t) \) is to use a predictor-corrector method and the details can be found in [27] and [28]. Each solution of the start system is a solution of \( H(x,t) = 0 \) at \( t=0 \) and represents a solution path of \( H(x,t) = 0 \) from \( t=0 \) to \( t=1 \). Each solution path can be traced independently by successive small increments of \( t \) until \( t \) equals 1. Note that while some of the paths will converge to finite solutions, some others will diverge to solutions at infinity. The solutions of our target system are those that converge finitely in the continuation method as \( t \) approaches 1.

The software used in this research is PHC, a publicly available general-purpose polynomial systems solver using continuation method [27], [28]. Detailed description of polynomial homotopy continuation methods can be found in [18], [27]-[29].

3. PROBLEM FORMULATION

In this work, the relative position of links and joints in mechanisms and manipulators is described using the variant of DH notation that was introduced by Pieper and Roth [30]. In this formulation, the parameters \( a_i, \alpha_i, d_i \) and \( \theta_i \) are defined so that: \( a_i \) is the length of link \( i \), \( \alpha_i \) is the twist angle between the axes of joints \( i \) and \( i+1 \), \( d_i \) is the offset along joint \( i \) and \( \theta_i \) is the rotation angle about joint axis \( i \) as shown in Figure 1. When joint \( i \) is revolute, then \( a_i, \alpha_i \) and \( d_i \) are constants and are called structural parameters, while the value for \( \theta_i \) depends on the configurations and is called the joint variable.

Reference frame \( R_i \) is attached at link \( i \) and its origin \( O_i \) is the intersection point of the common perpendicular between axes \( i \) and \( i-1 \) with joint axis \( i \). Unit vector \( z_i \) of frame \( R_i \) is along joint axis \( i \) unit vector \( x_i \) is along the common perpendicular of joint axes \( i \) and \( i-1 \). Positive directions for \( x_i \) and \( z_i \) are arbitrarily selected. (Note: letters in bold indicate vectors and matrices.) The homogeneous transformation matrix \( A_i \) that describes reference frame \( R_i \) into \( R_{r1} \) and its inverse matrix \( A_i^{-1} \) are found to be equal to:
Consider the three-link open loop spatial chain with revolute (R) joints shown in Figure 2. Two frames are selected arbitrarily: a fixed reference frame $R_0$ and a moving end-effector frame $R_e$. Frame $R_0$ will be defined in three distinct spatial locations. In addition to the three links of the manipulator, a stationary virtual link 0 is also assumed between axis $z_0$ of frame $R_0$ and the first revolute joint axis. Frames are defined at each link using the DH procedure described above. Frame $R_i$ that is stationary is defined attached at link 0 having its $z_i$ axis along the first revolute joint and its $x_i$ axis along the common perpendicular of $z_0$ and $z_i$. Frame $R_{i+1}$ is attached at the tip of link $i$ (where $i=1, 2, 3$). The axis $z_4$ is coincident with the axis $z_c$ of the end-effector frame. The axis $x_i$ is defined along the common perpendicular of $z_i$ and $z_c$ and the origin $O_i$ of $R_d$ is the point of intersection of $z_c$ with its common perpendicular with $z_i$. So frames $R_d$ and $R_e$ have the same z-axis.

The homogeneous transformation matrices $A_i$, with $i=0, 1, 2, 3$ describe frame $R_{i+1}$ relative to $R_i$. The homogeneous transformation matrix $A_e$ relates $R_e$ to $R_0$. The relationship between these frames is a screw displacement: a rotation $\phi$ around the $z_d$ axis and a translation $d$ along the $z_d$ axis. Homogeneous transformation matrix $A_h$ relates directly the end-effector reference frame $R_e$ to the frame $R_0$. Matrices $A_e$ and $A_h$ are written as:

$$
A_e = \begin{pmatrix}
    c_z & -s_z c_{\theta_e} & s_z s_{\theta_e} & a_{\theta_e} \\
    s_z & c_z c_{\theta_e} & -c_z s_{\theta_e} & a_{\theta_e} \\
    0 & s_{\theta_e} & c_{\theta_e} & d_i \\
    0 & 0 & 0 & 1
\end{pmatrix}
$$

$$
A_h = \begin{pmatrix}
    c_d & -s_d & 0 & -a_d \\
    s_d & c_d & 0 & a_d \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{pmatrix}
$$

where $c_z = \cos(\theta_z)$, $s_z = \sin(\theta_z)$, $c_{\theta_e} = \cos(\theta_e)$ and $s_{\theta_e} = \sin(\theta_e)$.

The elements of matrix $A_h$, $A_e$ is known since they represent the position and orientation of frame $R_e$ in $R_0$. The parameters $x_d, y_d,$ and $z_d$ are the coordinates of the origin of $R_e$ in $R_0$.

An important feature in the matrix definition above is the use of matrix $A_c$. In general, six parameters are needed to describe one reference frame relative to another. The DH parameterization succeeds in using four parameters for the relative transformation between frames within the serial kinematic chain itself only after the various motion axes are fixed. However, a special treatment is required, either at the origin or at the end-effector of the serial chain, the latter case being used in this paper. Assuming directions for axes $z_1$, $z_2$ and $z_3$ relative to the fixed reference frame, then the displacement described by the product of matrices $A_0A_1A_2$ can be treated as a displacement of the fixed reference frame to the location of frame $R_0$. At this stage, a general six-parameter displacement is needed to transform frame $R_0$ into the end-effector frame $R_e$. The transformations described by the matrices $A_3$ and $A_e$ provide the complete set of six parameters.

The loop closure equation of the manipulator is used to obtain the design equations:

$$
A_0A_1A_2A_3A_e = A_h
$$

Equation (5) is a 4 by 4 matrix equation that results in six independent scalar equations. The right side of Equation (5), i.e. the elements of matrix $A_h$, is known since they represent the position and orientation of frame $R_e$ at each precision point. The left side of Equation (5) contains all the unknown geometric parameters of the manipulator which are the DH parameters $a_i$, $\alpha_i$, $d_i$ and $\theta_i$ for $i=0, 1, 2, 3$, and parameters $\phi$ and $d$ of matrix $A_c$. Joint angles $\theta_1$, $\theta_2$ and $\theta_3$ have a different value for each precision point while all other 15 geometric parameters are constant. Thus for five precision points there are 30 unknown parameters in total, and there are 30 scalar equation that are obtained. Therefore, the maximum number of precision points for exact synthesis is five. For three precision points synthesis, which is studied in this paper, there are 24 unknowns (15 structural parameters and 9 joint variables) and 18 scalar equations, thus we can select six structural parameters arbitrarily as free choices.

Due to the arbitrary selection of the positive direction of $z_i$ there will be two values for the twist angle, i.e. $\alpha_i$ and $\alpha_i+\pi$, that correspond to the same joint axes $i$ and $i+1$. Similarly, due to the arbitrary selection of the positive direction of $x_i$, there will be two values for the joint angle, i.e. $\theta_i$ and $\theta_i+\pi$, that describes the angle between $x_i$ and $x_{i+1}$. The consequence is that in this problem, where angles $\alpha_i$ and $\theta_i$ are calculated, both values for each one of these parameters will appear among the set of solutions. Obviously, only one of these values will be retained because they correspond to the same set of axes.
4. DESIGN EQUATIONS AT EACH PRECISION POINT

Using the loop closure equation of the manipulator (Equation 5), six scalar design equations are obtained at each precision point. The unknowns in these equations are the manipulator constant structural parameters and the joint variables $\theta_1$, $\theta_2$ and $\theta_3$, which vary from precision point to precision point. To simplify the solution process, we eliminate the joint variables from the design equations at each precision point. Once the joint variables are eliminated, the new set of equations contains only unknowns that do not change from precision point to precision point. In this way, for each new precision point that is defined, new equations are added that have exactly the same form as for the first precision point. In this section we present the method to obtain design equations devoid of the joint variables.

From Equation (3), it can be seen that the 3rd and 4th columns of matrix $A_i^{-1}$ are independent of joint angle $\theta_i$. Therefore, if Equation (5) is written as:

$$A_1 A_2 = A_0^{-1} A_h A_c^{-1} A_3^{-1}$$  \hspace{1cm} (6)$$

then the scalar equations that are obtained by equating the left and right side of the third and fourth columns of matrix Equation (6) will be devoid of joint angle $\theta_3$.

From the third column of Equation (6), three scalar equations are obtained:

$$s\alpha_2 c1s - c\alpha_2 s1c + s\alpha_1 c\alpha_2 s1 = c0L1 + s0L2$$  \hspace{1cm} (7)$$

$$s\alpha_1 c2s - c\alpha_1 s1c - s\alpha_2 c\alpha_1 q = c\alpha s0L1 + c\alpha c0L2 + s\alpha c\alpha L3$$  \hspace{1cm} (8)$$

$$s\alpha_2 s\alpha c2 + c\alpha_2 c\alpha c = s\alpha s0L1 - s\alpha c0L2 + c\alpha c\alpha L3$$  \hspace{1cm} (9)$$

where $L_i = l_i A + m_i B + n_i C$, with $i = 1, 2, 3$, and $A = s\phi \alpha_3$, $B = c\phi \alpha_3$ and $C = c\alpha_3$ with $c\phi = \cos(\phi)$ and $s\phi = \sin(\phi)$.

From the fourth column of Equation (6), another three scalar equations are obtained:

$$a_2 c_2 a_2 c_0 s_0 s_2 + a_1 c_1 + d_0 s_0 s_1 = c_0 (M_1 + x) + s_0 (M_1 + y) - a_0$$  \hspace{1cm} (10)$$

$$a_2 c_2 a_1 c_0 c_0 c_0 s_1 - d_0 s_0 c_1 + a_1 s_1 = -c_0 s_0 s_0 (M_1 + x) + c_0 c_0 (M_1 + y) + s_0 s_0 (M_1 + z) - d_0 s_0$$  \hspace{1cm} (11)$$

$$a_2 s_0 c_2 + d_0 c_2 c_0 s_1 = a_0 c_0 (M_2 + x) - s_0 c_0 (M_2 + y) + c_0 (M_2 + z) - d_0 c_0$$  \hspace{1cm} (12)$$

where $M_i = l_i P + m_i Q + n_i R$, with $i = 1, 2, 3$ and $P = c_3 s_3 s_3 s_3 \phi$, $Q = a_3 s_3 c_3 s_3 \phi$ and $R = -d_3 c_3 \phi - d_3$.

Note that Equations (9) and (12) are free of $\theta_1$, thus, $c_2$ and $s_2$ can be computed by these two equations and their analytical expressions are free of $\theta_1$ also. Using this result, $\theta_2$ is essentially eliminated, for $c_2$ and $s_2$ can be eliminated from any equation by substituting the above result.

The final step is to obtain equations free of $\theta_1$. To obtain such equations, we will consider the matrix Equation (6) again, written here as,

$$A_L = A_R$$  \hspace{1cm} (13)$$

where $A_L = A_1 A_2$ and $A_R = A_0^{-1} A_h A_c^{-1} A_3^{-1}$.

We will denote the third column vector of $A_L$ and $A_R$ as $U_L$ and $U_R$, respectively, and the fourth column vector of $A_L$ and $A_R$ as $V_L$ and $V_R$, respectively (Note: vectors $U_L$, $U_R$, $V_L$ and $V_R$ are 3 by 1: i.e. we neglect the fourth component which is the homogeneous coordinate). Then, we form the following three vector equations:

$$U_L \cdot V_L = U_R \cdot V_R$$  \hspace{1cm} (14)$$

$$V_L \cdot V_L = V_R \cdot V_R$$  \hspace{1cm} (15)$$

$$U_L \times V_L = U_R \times V_R$$  \hspace{1cm} (16)$$

Equations (14), (15) and (16) were originally proposed by Raghavan and Roth to solve the inverse kinematics problem of general six degree of freedom serial link manipulators [5]. The same equations are used here for the geometric design of 3R manipulators.

Equations (14), (15) and (16) give a total of five scalar equations. For Equation (16), only the third component is used, i.e.
It was found that Equations (14), (15) and (17) are naturally devoid of $\theta_1$. With $\theta_2$ eliminated by using the expressions of $c_2$ and $s_2$, calculated from Equations (9) and (12), the three equations are free of $\theta_1$, $\theta_2$ and $\theta_3$ and have, respectively, the following form:

$$\sum_{x_i \in W} f_{x_i x_i} (\alpha_0, \theta_0 \alpha_1) X_j X_k = 0$$  \hspace{1cm} (18)

$$\sum_{x_i \in W} g_{x_i x_i} (\alpha_0, \theta_0 \alpha_1) X_j X_k = 0$$  \hspace{1cm} (19)

$$\sum_{x_i \in W} h_{x_i x_i} (\alpha_0, \theta_0 \alpha_1) X_j X_k = 0$$  \hspace{1cm} (20)

Where $W=\{F, G, H, S, P, Q, R, d_2, a_0, c_0, d_0, d_1, 1\}$ and $F=\lambda A$, $G=\lambda B$, $H=\lambda C$, $S=\lambda c_1\alpha_2$ and $\lambda=a_2/s\alpha_2$.

Note that Equations (18), (19) and (20) depend also on the parameters $l_i$, $m_i$, $n_i$, ($i=1, 2, 3$) and $x$, $y$ and $z$, which are defined at each precision point and vary from precision point to precision point. Therefore, each precision point contributes three design equations (i.e. Equation (18), (19) and (20)), which are devoid of the joint variables and have as unknowns only the 15 constant structural parameters.

5. SOLUTION PROCEDURE USING POLYNOMIAL CONTINUATION

In this paper we solve the geometric design problem of 3R manipulators using three precision points. In this case, there are 9 scalar equations in 15 unknowns. This means that we can select six design parameters as free choices so that a well-determined system of nine equations in nine unknowns is obtained. In this paper, two different ways for selecting free choices have been considered. The first type of free choice selection involves six parameters related to the manipulator base and the first link. For the second type of free choice selection, four free choices are made at the base and the remaining two at the end-effector. The design equations for both types of selections are obtained by substituting the free choices made into Equations (18), (19) and (20).

A. Type 1 of Free Choice Selection

In this type, the free choices made are parameters $d_0$, $a_0$, $\theta_0$, $d_1$ and $a_1$. By arbitrarily selecting the values for these parameters the designer selects the location of the first joint of the manipulator with respect to a fixed reference frame and also selects the first link’s offset and link length. After substituting the values of the free choices into Equations (18), (19) and (20), they become:

$$\sum_{x_i \in T_1} f_{x_i x_i} (\alpha_i) X_j X_k = 0$$  \hspace{1cm} (21)

$$\sum_{x_i \in T_1} g_{x_i x_i} (\alpha_i) X_j X_k = 0$$  \hspace{1cm} (22)

$$\sum_{x_i \in T_1} h_{x_i x_i} (\alpha_i) X_j X_k = 0$$  \hspace{1cm} (23)

where: $T_1=\{F, G, H, S, P, Q, d_2, 1\}$.

Note that $f$, $g$, $h$ are polynomial functions of $c\alpha_1$ and $s\alpha_1$, which are transcendental functions in $\alpha_1$. We can regard $c\alpha_1$ and $s\alpha_1$ as independent variables with an additional constraint equation $c\alpha_1^2 + s\alpha_1^2 - 1 = 0$. By incorporating the constraint equations, the new system is a multivariate polynomial system with ten equations in ten unknowns from $T_1 \cup \{c\alpha_1, s\alpha_1\}$.

Using a 2-partition $G_1=\{F, G, H, S, P, Q, R, d_2\}$ and $G_2=\{c\alpha_1, s\alpha_1\}$, the multi-homogeneous bound is found to be 6144. This bound can be further reduced by a linear reduction of the system which involves subtracting Equations (21), (22), (23) at the second and third precision points by the corresponding equations at the first precision point. After the reduction, using the same 2-partition, the 2-homogeneous number is 448.

Using PHC, a continuation method based on this 2-homogeneous number is employed and the numerical values of the variables in $G_1 \cup G_2$ are computed. The DH parameters of the design solutions are computed using a back-
substitution procedure, which is outlined in the Appendix. It is found that out of 448 paths, only 16 paths converge to true solutions of the design problem, the remaining 432 paths are solutions at infinity and extraneous solutions. These 16 solutions are all numerically different but contain only 8 geometrically distinct solutions, where each geometrically distinct solution has two equivalent different representations in terms of DH parameters (see last paragraph of Section 3).

Therefore, at the most there are eight distinct manipulators that can place their end-effectors in the three precision points specified by the designer when the location of the first joint is selected with respect to a reference frame and when the first link’s offset and link length are specified.

B. Type 2 of Free Choice Selection

In this type, the free choices made are \( d_0, \alpha_0, a_0, \theta_0, d \) and \( \phi \). In this case, the designer selects the location of the first joint of the manipulator with respect to a fixed reference frame. He/she also selects the parameters related to the end-effector geometry.

The design equations (18), (19) and (20) become:

\[
\sum_{x_i \in T_2} f_{x_i} X_i X_k = 0 \tag{24}
\]

\[
\sum_{x_i \in T_2} g_{x_i} X_i X_k = 0 \tag{25}
\]

\[
\sum_{x_i \in T_2} h_{x_i} X_i X_k = 0 \tag{26}
\]

where \( T_2 = \{ U, V, W, H, S, a_1, a_3, d_1, d_2, 1 \} \) with \( U = d_3 s_3 \alpha_3, V = -d_3 c_3 \alpha_3 \) and \( W = \lambda s_3 \alpha_3 \). Equations (24) to (26) represent a total of nine equations in ten unknowns, therefore, an additional equation is needed to have a well-determined system. This additional equation that comes from the interrelations among the variables in \( T_2 \) and from the definitions given, has the following form:

\[
VW + HU = 0 \tag{27}
\]

Together with the constraint equation \( c \alpha_1^2 + s \alpha_1^2 - 1 = 0 \), the new system is a multivariate polynomial system of eleven equations in eleven unknowns \( T_2 \cup \{ c \alpha_1, s \alpha_1 \} \).

Using a 2-partition \( G_1 = \{ U, V, W, H, S, a_1, a_3, d_1, d_2 \} \) and \( G_2 = \{ c \alpha_1, s \alpha_1 \} \), after linear reduction, the 2-homogeneous number is 10240.

Using PHC, a continuation method based on this 2-homogeneous number is used and the numerical values of the variables in \( G_1 \cup G_2 \) are computed. The back-substitution procedures for computing the DH parameters of the design solutions are again given in the Appendix. It is found that out of 10240 paths, only 32 paths converge to true solutions of the design problem and the remaining paths are solutions at infinity and extraneous solutions. As in type 1, these 32 solutions are all numerically different but contain only 8 geometrically distinct solutions, where each geometrically distinct solution has four different but equivalent representations in terms of DH parameters (see also last paragraph in Section 3.)

Therefore, at the most there are eight distinct manipulators that can place their end-effectors in the three precision points specified by the designer when the locations of the first joint is selected with respect to a reference frame and when end-effector geometrical parameters are specified.

6. NUMERICAL EXAMPLE

In this section, one numerical example is shown for each of the two types of free choices. The computation is carried out using the software PHC run on the Sun Microsystems Enterprise 10000 system of the Rutgers University, Center for Advanced Information Processing (CAIP). The Enterprise 10000 is a parallel processing system composed of sixty-four 400 MHz SPARC processors. PHC is a general-purpose polynomial equations solver with continuation method developed by Prof. Verscheide and which is publicly available [27], [28]. The start system is generated by a random linear products based on the multi-homogeneous Bezout number and the path tracking is carried out with a quadratic homotopy.
For both types of free choice selection, three precision points are arbitrarily selected. These precision points are defined by the position coordinates of the origin of the end-effector frame with respect to the fixed reference frame and the direction cosines of the end-effector frame with respect to the fixed reference frame. These three precision points that are selected give the following $A_{hi}$ matrices where $i=1, 2, 3$:

$$A_{h1} = \begin{bmatrix}
-0.866025 & -0.433013 & 0.25 & 2.63397 \\
0.433013 & -0.899519 & -0.0580127 & 8.78109 \\
0.25 & 0.0580127 & 0.966506 & 4.45096 \\
0 & 0 & 0 & 1
\end{bmatrix},$$

$$A_{h2} = \begin{bmatrix}
-0.707107 & -0.5 & 0.5 & 4 \\
0.5 & -0.853553 & -0.146447 & 8.24264 \\
0.5 & 0.146447 & 0.853553 & 5.41421 \\
0 & 0 & 0 & 1
\end{bmatrix},$$

$$A_{h3} = \begin{bmatrix}
0 & 0 & 1 & 6 \\
0 & -1 & 0 & 6 \\
1 & 0 & 0 & 6 \\
0 & 0 & 0 & 1
\end{bmatrix}.$$

For type 1, the numerical values of the free choices made are $d_0=a_0=d_1=a_1=2$ and $\alpha_0=\theta_0=\phi_0=\pi/2$. The computed values of the DH parameters of the eight geometrically distinct manipulators solutions are given in Table 1. The computation is carried out using 15 digits but only 6 digits are shown here. The average time required to complete the computation is 2 hours. Figure 3 shows CAD drawings of the 4 real 3R manipulators obtained as solutions in this case.

For type 2, the numerical values of the free choices made are $d_0=a_0=d=2$ and $\alpha_0=\theta_0=\phi=\pi/2$. The three precision points homogeneous matrices are identical to those given in the example in type 1. The computed values of the eight geometrically distinct design solutions are given in Table 2. The average time required to complete the computation is 70 hours. Figure 4 presents CAD drawings of the 4 real 3R manipulators obtained as solutions in this case.

In Tables 1 and 2, the units for angular parameters are in radians while the units for lengths can be anything provided that it is consistent with the units used to define the end-effector position coordinates shown in the 4th column of matrices $A_{hi}$. Note that I is the square root of –1. In both examples there are only 4 real manipulators that could place their end-effectors at the three specified precision points while the other four solutions are complex.

### 7. CONCLUSIONS

In this paper, the geometric design problem of serial-link spatial robot manipulators with three revolute (R) joints is solved using a polynomial homotopy continuation method. This is the first time that this problem is solved. Three spatial positions and orientations are defined and the DH parameters of the 3-R manipulator are computed so that the manipulator will be able to place its end-effector at these three pre-specified locations. Two types of free choices selections are considered. It is shown that for both types of free choice selection eight manipulators can be found at the most that can place their end-effectors at the three specified precision points. Our current and future work is directed towards the application of this formulation and solution methodology in solving the geometric design problem of spatial 3R chains with four and five precision points. We also work towards developing algebraic solutions for the problem studied in this paper.
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10. APPENDIX

Once the numerical values of the variables in $G_1 \cup G_2$ are calculated using a polynomial continuation method (see Section 5), then the manipulator DH parameters of the design solutions have to be computed using back-substitution procedures. These procedures are outlined here.

For type 1 free choice selection, the continuation method gives the numerical values of $F, G, H, S, P, Q, R, d_2, c\alpha_1$ and $s\alpha_1$, can be easily found from the value of using the two arguments inverse tangent. The angles $\alpha_2, \alpha_3, \phi$ and the length $a_2$ can be found using the following equations:

$$
\phi = \arctan \left( \frac{F}{G} \right), \quad \alpha_1 = \arctan \left( \frac{F}{H \sin(\phi)} \right), \quad \alpha_2 = \arccos \left( \frac{S \cos(\alpha_1)}{H} \right), \quad a_2 = \frac{H \sin(\alpha_2)}{\cos(\alpha_1)}
$$

By definition, $P, Q$ and $R$ are linear in terms of $a_3, d_3$ and $d$, therefore, after substituting the computed values of $\alpha_3$ and $\phi$ into the definitions of $P, Q$ and $R$, $a_1, d_3$ and $d$ can be found by solving a $3 \times 3$ linear system. The joint angle $\theta_2$ at each of the three precision points is computed by using Equations (9) and (12). Joint angle $\theta_1$ at each precision point is computed by solving a $2 \times 2$ linear system from Equation (7) and (10). Finally, $\theta_3$ is computed by using the first and second column of the matrix Equation (13).

For type 2, the continuation method gives the numerical values of $U, V, W, H, S, a_1, a_3, d_1, d_2, c\alpha_1$ and $s\alpha_1$. By definition, we have the following linear relations:

$$
\begin{bmatrix}
    p \\
    q \\
    r \\
    f \\
    g
\end{bmatrix}
= \begin{bmatrix}
    -\sin(\phi) & 0 & 0 & -\cos(\phi) & 0 \\
    0 & \cos(\phi) & 0 & \sin(\phi) & 0 \\
    0 & 1 & 0 & 0 & -1 \\
    0 & 0 & \sin(\phi) & 0 & 0 \\
    0 & 0 & \cos(\phi) & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    u \\
    v \\
    w \\
    a_3 \\
    d
\end{bmatrix}
$$

We now have the numerical values of $F, G, H, S, P, Q, R, d_2, c\alpha_1$ and $s\alpha_1$, therefore, the back-substitution procedures are identical to that of type 1.
FIGURE 1: Denavit and Hartenberg Parameters

FIGURE 2: Schematic of a 3R Open loop Spatial Manipulator
### TABLE 1: DH Parameters of the 3R Manipulators Found Using Type 1 Free Choices

<table>
<thead>
<tr>
<th></th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
</tr>
</thead>
<tbody>
<tr>
<td>α₂₁</td>
<td>-0.410793+0.566347*I</td>
<td>2.73080+0.566347*I</td>
<td>-2.93326+0.459552*I</td>
</tr>
<tr>
<td>d₂₂</td>
<td>2.04458-1.02097*I</td>
<td>-2.04458-1.02097*I</td>
<td>-2.75268+0.616681*I</td>
</tr>
<tr>
<td>α₃₂</td>
<td>0.705226+0.826803*I</td>
<td>2.43637+0.826803*I</td>
<td>2.58232+1.74813*I</td>
</tr>
<tr>
<td>a₂₃</td>
<td>-0.488019-5.42970*I</td>
<td>0.488019-5.42970*I</td>
<td>1.55620-0.669329*I</td>
</tr>
<tr>
<td>α₃₄</td>
<td>-0.341298+1.52340e-1*I</td>
<td>-3.41298+1.52340e-1*I</td>
<td>0.659298+2.84669*I</td>
</tr>
<tr>
<td>a₃₅</td>
<td>5.95777+1.42737*I</td>
<td>5.95777+1.42737*I</td>
<td>-1.00880+3.44639*I</td>
</tr>
<tr>
<td>φ₅₇</td>
<td>0.796367+2.30912e-1*I</td>
<td>0.796367-2.30912e-1*I</td>
<td>-0.926056+4.07186*I</td>
</tr>
<tr>
<td>θ₁₈</td>
<td>1.128390+0.930672*I</td>
<td>1.128390-0.930672*I</td>
<td>-1.70460+0.868751*I</td>
</tr>
<tr>
<td>θ₈₉</td>
<td>0.598756+1.209000*I</td>
<td>0.598756-1.209000*I</td>
<td>-1.72040+0.734643*I</td>
</tr>
<tr>
<td>θ₉₁₀</td>
<td>0.633435+1.89205*I</td>
<td>0.633435-1.89205*I</td>
<td>-1.997053+3.02340e-1*I</td>
</tr>
<tr>
<td>θ₉₁₃</td>
<td>2.00999-4.24537*I</td>
<td>2.00999+4.24537*I</td>
<td>2.42516+2.05214*I</td>
</tr>
<tr>
<td>θ₉₁₄</td>
<td>0.659298-2.84669*I</td>
<td>0.659298+2.84669*I</td>
<td>1.47189+1.17035*l</td>
</tr>
<tr>
<td>θ₉₁₅</td>
<td>1.00628+6.86474*I</td>
<td>1.00628-6.86474*I</td>
<td>0.994906+7.01913e-1*I</td>
</tr>
<tr>
<td>θ₉₁₆</td>
<td>0.793534+1.45869*I</td>
<td>0.793534-1.45869*I</td>
<td>-0.44768-2.97354*I</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
</tr>
</thead>
<tbody>
<tr>
<td>α₂₁</td>
<td>0.208330-0.459552*I</td>
<td>2.23381-3.37534</td>
<td>-3.00950-1.57080</td>
<td></td>
</tr>
<tr>
<td>d₂₂</td>
<td>2.75268+0.616681*I</td>
<td>2.50219-3.59550</td>
<td>-3.3223-2.00000</td>
<td></td>
</tr>
<tr>
<td>α₃₂</td>
<td>0.559276+1.74813*I</td>
<td>2.39758+0.76602</td>
<td>2.10114+1.57080</td>
<td></td>
</tr>
<tr>
<td>a₂₃</td>
<td>-1.55620-0.669329*I</td>
<td>3.95519+2.18178</td>
<td>-1.23268+2.00000</td>
<td></td>
</tr>
<tr>
<td>d₃₃</td>
<td>-1.19763+3.11618*I</td>
<td>1.98904-8.91210</td>
<td>-8.43253-2.00000</td>
<td></td>
</tr>
<tr>
<td>α₃₄</td>
<td>0.659298-0.284669*I</td>
<td>1.42119+1.06133</td>
<td>0.99385+1.57080</td>
<td></td>
</tr>
<tr>
<td>a₃₅</td>
<td>-1.00880-3.44639*I</td>
<td>0.16832e-1+0.197820</td>
<td>-1.49070+2.00000</td>
<td></td>
</tr>
<tr>
<td>d₅₆</td>
<td>10.9169+3.64200*I</td>
<td>3.27349+5.34867</td>
<td>5.15502+2.00000</td>
<td></td>
</tr>
<tr>
<td>φ₅₇</td>
<td>-0.926056-0.407186*I</td>
<td>-1.22911+0.900778</td>
<td>-1.08811+1.57080</td>
<td></td>
</tr>
<tr>
<td>θ₁₈</td>
<td>-1.17046-0.868751*I</td>
<td>0.669994+0.786118</td>
<td>1.38752+0.52359</td>
<td></td>
</tr>
<tr>
<td>θ₈₉</td>
<td>-1.72040-0.744643*I</td>
<td>0.997951+1.21616</td>
<td>1.89068+0.78539</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₀</td>
<td>-0.997053-3.02340e-1*I</td>
<td>2.20174+2.92036</td>
<td>-2.36254+1.57080</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₁</td>
<td>-0.482183+0.921353*I</td>
<td>-2.05354-2.63038</td>
<td>0.268029-0.52359</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₂</td>
<td>-1.20135+7.48053*I</td>
<td>-1.78754-2.90827</td>
<td>0.46729-0.78539</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₃</td>
<td>0.716436+0.205214*I</td>
<td>-0.965290+2.56360</td>
<td>1.18496-1.57080</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₄</td>
<td>-1.66970+0.117035*I</td>
<td>0.618162e-3-1.77742</td>
<td>1.65124-0.52359</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₅</td>
<td>-2.14669+7.01913e-1*I</td>
<td>-1.72746-2.02205</td>
<td>1.23655-0.78539</td>
<td></td>
</tr>
<tr>
<td>θ₉₁₆</td>
<td>2.69402+0.297354*I</td>
<td>-0.71463+2.93283</td>
<td>-0.14596-1.57080</td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 3: CAD Drawings of the Real 3R Manipulators Found Using Type 1 Free Choices (see Table 1)
<table>
<thead>
<tr>
<th>#1</th>
<th>#2</th>
<th>#3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>d₁</strong></td>
<td>3.60515+.417763*I</td>
<td>.536083+.920436*I</td>
</tr>
<tr>
<td><strong>α₁</strong></td>
<td>2.67557+.162820*I</td>
<td>-1.65190+.250091*I</td>
</tr>
<tr>
<td><strong>a₁</strong></td>
<td>.482290-.235900*I</td>
<td>.397794+2.30586*I</td>
</tr>
<tr>
<td><strong>d₂</strong></td>
<td>1.70199-.245901*I</td>
<td>1.14658+.134621e-1*I</td>
</tr>
<tr>
<td><strong>α₂</strong></td>
<td>.524271+.632848*I</td>
<td>2.76002+.187863e-1*I</td>
</tr>
<tr>
<td><strong>a₂</strong></td>
<td>-4.67649+.142443*I</td>
<td>-.706094+.177744*I</td>
</tr>
<tr>
<td><strong>θ₁(1)</strong></td>
<td>-1.38859-.808787e-1*I</td>
<td>-1.18166+.274966*I</td>
</tr>
<tr>
<td><strong>θ₁(2)</strong></td>
<td>4.71576+.450103*I</td>
<td>2.32160+.11498*I</td>
</tr>
<tr>
<td><strong>θ₁(3)</strong></td>
<td>-2.22384-.1094008*I</td>
<td>.709886+.182099*I</td>
</tr>
<tr>
<td><strong>θ₂(1)</strong></td>
<td>.400757-.705358*I</td>
<td>.973653+.217594*I</td>
</tr>
<tr>
<td><strong>θ₂(2)</strong></td>
<td>-2.73374+.108308*I</td>
<td>1.94834+.197902*I</td>
</tr>
<tr>
<td><strong>θ₂(3)</strong></td>
<td>-2.30304-.590303*I</td>
<td>-2.39272-.323285*I</td>
</tr>
<tr>
<td><strong>θ₃(1)</strong></td>
<td>4.71576-.450103*I</td>
<td>14.6559-.119579*I</td>
</tr>
<tr>
<td><strong>θ₃(2)</strong></td>
<td>-2.34859-.647349*I</td>
<td>-1.18166+.274966*I</td>
</tr>
<tr>
<td><strong>θ₃(3)</strong></td>
<td>-2.91795+.530779e-1*I</td>
<td>-1.81526+.442392*I</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>d₁</strong></td>
<td>3.60515+.417763*I</td>
<td>3.18947</td>
<td>2.35401</td>
<td>2.96998</td>
</tr>
<tr>
<td><strong>α₁</strong></td>
<td>2.67557+.162820*I</td>
<td>-2.16733</td>
<td>1.25416</td>
<td>.974514</td>
</tr>
<tr>
<td><strong>a₁</strong></td>
<td>.482289+.235900*I</td>
<td>-1.38578</td>
<td>-2.06343</td>
<td>-1.47222</td>
</tr>
<tr>
<td><strong>d₂</strong></td>
<td>-1.15777-.252697*I</td>
<td>-7.89039</td>
<td>-2.79375</td>
<td>-61.1571</td>
</tr>
<tr>
<td><strong>α₂</strong></td>
<td>2.17019+.245901*I</td>
<td>.746663</td>
<td>1.82722</td>
<td>2.34085</td>
</tr>
<tr>
<td><strong>a₂</strong></td>
<td>.524271-.632848*I</td>
<td>-7.74879</td>
<td>-2.54942</td>
<td>-56.8551</td>
</tr>
<tr>
<td><strong>d₃</strong></td>
<td>9.23971</td>
<td>1.46583</td>
<td>-39.3705</td>
<td>-2.00000</td>
</tr>
<tr>
<td><strong>α₃</strong></td>
<td>4.71576-.450103*I</td>
<td>1.53853</td>
<td>1.47804</td>
<td>1.57040</td>
</tr>
<tr>
<td><strong>a₃</strong></td>
<td>-2.22384+.1094008*I</td>
<td>-1.19235</td>
<td>-2.48840</td>
<td>-2.08854</td>
</tr>
<tr>
<td><strong>θ₁(1)</strong></td>
<td>.400757+.705358*I</td>
<td>-1.70804</td>
<td>-2.20088</td>
<td>-1.81918</td>
</tr>
<tr>
<td><strong>θ₁(2)</strong></td>
<td>-2.33034+.590303*I</td>
<td>-2.48338</td>
<td>-59.0797</td>
<td>-64.4109</td>
</tr>
<tr>
<td><strong>θ₁(3)</strong></td>
<td>-2.10599+.407522*I</td>
<td>-2.08894</td>
<td>-88.9695</td>
<td>-1.0993</td>
</tr>
<tr>
<td><strong>θ₂(1)</strong></td>
<td>.486820+.511857e-1*I</td>
<td>-1.07494</td>
<td>-4.23712</td>
<td>-1.07494</td>
</tr>
<tr>
<td><strong>θ₂(2)</strong></td>
<td>-2.34859+.647349*I</td>
<td>-81.2117</td>
<td>-33.3487</td>
<td>-81.2117</td>
</tr>
<tr>
<td><strong>θ₂(3)</strong></td>
<td>-2.78651+.395962*I</td>
<td>-1.07839</td>
<td>-41.7165</td>
<td>-1.07839</td>
</tr>
<tr>
<td><strong>θ₃(1)</strong></td>
<td>-2.34589+.647349*I</td>
<td>-2.78651</td>
<td>-1.19579</td>
<td>-2.29008</td>
</tr>
<tr>
<td><strong>θ₃(2)</strong></td>
<td>4.71576+.450103*I</td>
<td>1.53853</td>
<td>1.47804</td>
<td>1.57040</td>
</tr>
<tr>
<td><strong>θ₃(3)</strong></td>
<td>-2.91795+.530779e-1*I</td>
<td>-1.81526</td>
<td>-4.42392</td>
<td>-1.81526</td>
</tr>
</tbody>
</table>
FIGURE 4: CAD Drawings of the Real 3R Manipulators Found Using Type 2 Free Choices (see Table 2)