Calibration and validation of large-scale traffic simulation networks: a case study
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Abstract

The availability, accuracy and relevance of real world input data are essential for developing a reliable traffic simulation model. Large-scale traffic simulation models, in particular, require data from many sources and in great detail. Though it is now possible to obtain detailed field data with the advent of new technologies such as GPS, cellular phones, RFID's, it is still a challenge to gather all available data, especially traffic flow data, in the required spatial and temporal accuracy. The central theme of this paper is the calibration and validation (C&V) development of a large-scale traffic simulation model using data from multiple sources.
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1. Introduction

Microscopic traffic simulation tools aid to a great extent in estimating the impacts of various operational strategies in complex transportation networks with a fair degree of accuracy when simulation models are calibrated and validated correctly. Even with today’s enhanced computational power, the calibration and validation (C&V) process of traffic simulation models is a major challenge because of the high level of uncertainty in the modeled systems\textsuperscript{1}. The majority of this uncertainty stems from the necessity of large amount input data that are not always available or observable, thus leaving the analysts with a large set of parameters for calibration. What makes the matter more
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complicated is the fact that, more often than not, simulation tools are used to evaluate future design or operational alternatives either at the network level or at a critical location that is likely have a network-wide impact. As the scope of a simulation model grows, collecting all the required data with the desired spatial and temporal accuracy becomes both costly and time-consuming, and in many cases impossible. Consequently, the only viable recourse, which is often encountered in practice, is to gather existing datasets from multiple sources in order to be parsimonious with the time and cost associated with data collection.

To that end the main objective of this paper is to present the process of building a large-scale traffic simulation model with the use of multi-source data for its C&V process via a real-world case study.

2. Literature Review

Even though, each available study on the C&V process suggests the use of rigorous methods, there is an apparent gap between the theory and practice of using such methods, especially when the network scope is large. The relevant studies in the literature vary from small scale traffic simulation models to medium to large scale models. Most relevant studies in the available literature that developed medium to large-scale models generally utilize the traffic flow data as the only output data type for the C&V process. For example Toledo et al. developed the simulation model of a medium size urban-freeway network north of Stockholm central business district. The data used for this study included traffic count data obtained from loop detectors and motorway control system, travel times from probe vehicles and queue lengths obtained both from probe vehicles and aerial photographs. However, the study only used the traffic counts data for the C&V process. Similarly, in Toledo et al. a framework for the calibration of traffic simulation models using aggregate data was presented, in which the study focused on the estimation of an OD matrix using traffic counts observed from sensors. Zhao and Sadek developed a large-scale traffic simulation model of the Buffalo-Niagara metropolitan area, and performed the C&V process using traffic volume data from 162 traffic sensors. Smith et al. developed a large-scale simulation model of a transportation network in Vermont. Similar to the previously mentioned studies, the authors based their C&V process on traffic flow data obtained from nine signalized intersections.

As evidenced from the brief review of the relevant studies, as the network size increases so does the size of output data required for the C&V process. This leads to using only traffic flow as the primary data for the C&V process with minimal number of travel time or queue length data. A similar trend was also highlighted in Brackstone et al., where detector counts and travel time were found to be the most frequently used data type in the C&V process.

3. The case study and simulation model development

The following is a succinct description of the real-world case study used in this paper. New Jersey Turnpike Authority (NJTA) has been considering a long-term deck reconstruction work on one of its bridges, located on the Newark Bay Hudson County Extension (NBHCE) of New Jersey Turnpike (NJTPK), a tolled highway. The project corridor is located in a very critical area of the Northern New Jersey highway network and within one-mile of the Holland Tunnel, one of the three available and heavily used connections between New Jersey (NJ) and Manhattan, New York City (NYC). As part of the construction work, a long-term one-lane closure is considered on the eastbound direction of the NBHCE.

Identifying the impacts of a work zone, such as the one in this case study, is often difficult due to the complexity of highway traffic networks. A long-term lane closure can lead to major delays on the specific roadway where the work zone takes place, yet its impact on the rest of the network is often unclear without a comprehensive model. The question is then how to accurately evaluate the impact of a specific lane closure scenario on network traffic. The available methods are the use of macroscopic, mesoscopic or microscopic models. The use of macroscopic or mesoscopic modeling tools, such as using a transportation planning models with static or dynamic traffic assignment and reducing the capacity of links along the project corridor, might lead to mixed and counter-intuitive results. The experience of the authors with macroscopic transportation models has proved that even minor changes in the roadway infrastructure might lead to unexpected network-wide shifts in traffic. These shortcomings of mesoscopic or macroscopic modeling tools for analyzing the problem in hand warrant the use of microscopic traffic simulation, where the impact of capacity reduction can be more accurately observed and analyzed.
The simulation model of the study area, shown in Fig. 1, was developed using PARAMICS microscopic traffic simulation software. The model consists of 3,784 links, 2,393 nodes, 133 zones and 106 traffic signals. The model was constructed in stages over the years, designed as a test-bed for various traffic impact analyses for the NJTA, and modified for this specific analysis to include various potential alternative routes. The C&V process included error-checking, demand estimation, capacity calibration, route choice calibration and system performance calibration. These are performed via an iterative process: each time a component calibration is performed, it impacts another component that is already calibrated; therefore, when all the components of the C&V is finished, then the systemwide performance is checked by comparing the selected simulation model outputs with the observed values.

4. System-wide calibration and validation results

This section presents the final system-wide C&V results for the base case, i.e. do-nothing scenario. Note that the traffic simulation model of the study area is quite large. In addition to the amount of data and modeling effort required for the C&V process, it also takes considerable time to complete a single simulation run. For example, it takes between 50 and 60 minutes to finish one simulation run using a PC with a 3.10 GHz processor with 32 GB memory. Variables used for this process are (1) Throughput volume, (2) Queue lengths and (3) Travel times at selected key locations in the study network. Base-case simulation network was run iteratively based on the following formula 22:

\[ n^*(\gamma) = \min \left\{ i : \frac{t - \alpha \cdot \mu_1}{S_1} \leq \gamma' \right\} \]

(1)

Where, \( n^*(\gamma) \), minimum number of simulation runs is determined to obtain a relative error \( \gamma' \), by iteratively increasing the number of simulation runs, \( i \), by 1 until the proportion of the half-length of the confidence interval to the sample mean \( \bar{X}(n) \), i.e. this less than or equal to \( \gamma' \). Here, \( \gamma \) is the relative error of the sample mean, calculated as \( \gamma = \frac{|\bar{X}(n) - \mu|}{\mu} \) and \( \gamma' \) is the adjusted relative error, given as \( \gamma' = \gamma / (1 - \gamma) \). A relative error \( \gamma' = 0.10 \) and 95 percent confidence level are used in simulation analyses of this study. In other words, the simulation runs are iteratively increased until condition shown in equation (3) is satisfied for all output variables simultaneously. It should be noted that the Bonferroni correction is not used here since most output variables, such as traffic volume, travel time and queue lengths can be assumed correlated.

4.1. Throughput volume comparison

Table 1 shows a portion of the comparison between the observed versus simulated throughput counts at select locations in the study network. The complete list of select locations was based on their importance and the availability of count data. The results indicate that the validated and calibrated simulation model generates traffic

![Fig. 1. Simulation Model Developed in PARAMICS](image)
volumes that are in agreement with the observed counts. A GEH value that is less than 5.0 for more than 85% of links is recommended as acceptable by FHWA\textsuperscript{22}. It is seen that in 86.2 percent of the cases, the model has GEH values smaller than 5.0. Note that the locations with a GEH value above 5.0 correspond to locations with limited number of volume counts. Therefore, it can be claimed that the simulation model is calibrated and validated for throughput volumes at an acceptable level of statistical accuracy after running the model with multiple random number seeds.

<table>
<thead>
<tr>
<th>Location</th>
<th>Throughput Volume - Intersection Level (vph)</th>
<th>95% C.I.**</th>
<th>GEH</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-78 Approach at Jersey Ave./12th St.</td>
<td>1,307</td>
<td>[1275,1356]</td>
<td>0.2</td>
</tr>
<tr>
<td>RT 139 Approach at Jersey Ave./12th St.</td>
<td>2,794</td>
<td>[2837,2961]</td>
<td>2.0</td>
</tr>
<tr>
<td>Erie Street/12th Street Intersection</td>
<td>2,803</td>
<td>[2822,2901]</td>
<td>1.1</td>
</tr>
<tr>
<td>Manila Street/12th Street Intersection</td>
<td>2,699</td>
<td>[2630,2725]</td>
<td>0.4</td>
</tr>
<tr>
<td>Marin Boulevard/12th Street Intersection</td>
<td>3,195</td>
<td>[3269,3325]</td>
<td>1.8</td>
</tr>
<tr>
<td>Holland Tunnel Toll Plaza</td>
<td>2,595</td>
<td>[2705,2756]</td>
<td>2.6</td>
</tr>
<tr>
<td>I-78 Grand Street Exit</td>
<td>1,355</td>
<td>[1248,1276]</td>
<td>2.6</td>
</tr>
<tr>
<td>I-78 LSC Exit</td>
<td>450</td>
<td>[520,549]</td>
<td>3.8</td>
</tr>
<tr>
<td>I-78 Interchange 14 - 14A</td>
<td>3,677</td>
<td>[3660,3726]</td>
<td>0.3</td>
</tr>
<tr>
<td>I-78 Interchange 14A – 14B</td>
<td>3,638</td>
<td>[3546,3601]</td>
<td>1.1</td>
</tr>
<tr>
<td>I-78 Interchange 14B – 14C</td>
<td>3,489</td>
<td>[3387,3430]</td>
<td>1.4</td>
</tr>
<tr>
<td>HT Feed to Route 139 Lower Level</td>
<td>720</td>
<td>[785,820]</td>
<td>3.0</td>
</tr>
<tr>
<td>Pulaski Bridge EB</td>
<td>2,700</td>
<td>[2975,3047]</td>
<td>5.8*</td>
</tr>
</tbody>
</table>

4.2. Travel time comparisons

Nine key routes were selected. Fig. 2 presents the comparison of observed and simulated travel times on the selected paths for the morning rush hours. Travel time comparison results indicate that the simulation model generates travel times that are in acceptable agreement with the observed ones. One of noticeable discrepancies is observed at path 5, between Interchange 14 and NYC via NBHCE, which is approximately 4 minutes less than the observed travel time. The probable reason for this discrepancy is the fact that travel times along this path include the NYC side. In the simulation model, when vehicles traverse the tunnel they reach their destination zone. However, in reality, vehicles are exposed to traffic after they cross the tunnel link. Since the simulation model does not include the street level details of the NYC side, these traffic conditions cannot be observed.

4.3. Queue length comparison

Aerial images were used to determine the queue lengths in the eastbound direction of NBHCE and Route 139, two main routes leading to the Holland Tunnel. As shown in Fig. 3, the observed queue lengths on NBHCE varied between 1.04 and 2.7 miles starting from the Holland Tunnel toll booths. Note that this range is by no means precise because it is calculated based on aerial images that are 15 minutes apart. However, even though there is a time gap between each aerial image they are indicative of how queues form on NBHCE eastbound. Using the base case simulation model, the 95 percentile of maximum queue lengths were calculated for the NBHCE and Route 139 eastbound direction, also shown in Fig. 3. The results indicate that queues on NBHCE eastbound reach the Grand Street off-ramp 60 percent of the time (1.30 miles from Holland Tunnel tolls), and reach Interchange 14C 20 percent of the time (2.07 miles from Holland Tunnel tolls). Considering that observed queues extend between 1.04 and 2.7 miles, it can be claimed that queue lengths on NBHCE eastbound in the base case simulation model are in close agreement with the observed values. As to the queue lengths on Route 139 it was found out that the observed queue length ranges between 0.19 and 1.32 miles with an average of 1.21 miles. The simulation results indicate that queues on Route 139 reach 0.44 miles length 80 percent of the time, and reach 1.32 miles 10 percent of the time. Thus it can be claimed that these simulated queue lengths match the range obtained from the aerial images.
models. As described throughout this paper and also deliberated in the literature\textsuperscript{13,15} in detail, these challenges of computational time. This paper presents a case study to demonstrate how the data from multiple sources can include constructing the network in the correct scale using aerial images, inputting the details of link geometry and demand matrix and the results of the C\&V process.

Fig. 2. Comparison of Observed and Simulated Travel Times on Selected Paths

Fig. 3. 95 Percentile Maximum Simulated Queue Lengths in Base Case

5. Summary

There are inherent difficulties in building and validating and calibrating large-scale microscopic traffic simulation models, As described throughout this paper and also deliberated in the literature\textsuperscript{13,15} in detail, these challenges include constructing the network in the correct scale using aerial images, inputting the details of link geometry and capacity, adding of various traffic control signs and devices and the details of their turning movement priorities, selecting the number and the location of demand zones and their connections to the traffic network, estimating / converting an O-D demand matrix, acquiring the necessary data for validation / calibration process and the amount of computational time. This paper presents a case study to demonstrate how the data from multiple sources can assist in dealing with the C\&V of large-scale traffic simulation models. In specific, it details the modelling effort required to build a large-scale traffic simulation model, including the available data requirements, generating an O-D demand matrix and the results of the C\&V process.
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