
Improving Web Spam Classifiers Using Link Structure

Qingqing Gan and Torsten Suel
CIS Department

Polytechnic University
Brooklyn, NY 11201, USA

qq gan@cis.poly.edu, suel@poly.edu

ABSTRACTWeb spam has been reognized as one of the top hallengesin the searh engine industry [14℄. A lot of reent work hasaddressed the problem of deteting or demoting web spam, in-luding both ontent spam [16, 12℄ and link spam [22, 13℄.However, any time an anti-spam tehnique is developed, spam-mers will design new spamming tehniques to onfuse searhengine ranking methods and spam detetion mehanisms. Ma-hine learning-based lassi�ation methods an quikly adaptto newly developed spam tehniques. We desribe a two-stageapproah to improve the performane of ommon lassi�ers.We �rst implement a lassi�er to ath a large portion of spamin our data. Then we design several heuristis to deide if anode should be relabeled based on the prelassi�ed result andknowledge about the neighborhood. Our experimental resultsshow visible improvements with respet to preision and reall.
Categories and Subject DescriptorsH.3.3 [Information Searh and Retrieval℄: Information Fil-tering
General TermsAlgorithms, Design, Experimentation.
KeywordsSearh engines, web spam detetion, lassi�ation, link analy-sis, mahine learning, web mining.
1. INTRODUCTIONGiven the large number of pages on the web, most users nowrely on searh engines to loate web resoures. A high posi-tion in a searh engine's returned results is highly valuable toommerial web sites. Aggressive attempts to obtain a higher-than-deserved position by manipulating searh engine rankingmethods are alled searh engine spamming. Besides dereasingthe quality of searh results, the large number of spam pages(i.e., pages expliitly reated for spamming) also inreases theost of rawling, indexing, and storage in searh engines.There are a variety of spamming tehniques urrently in useon the web, as desribed in [12℄. Here we disuss spam fallinginto one of the following two major ategories - ontent spamand link spam. A large amount of reent work has fousedon web spam, inluding a number of studies on link analy-sis methods and mahine learning-based lassi�ation methodsfor deteting spam. For example, propagating distrust from
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known spam pages by reversing links [19℄ is believed to be usedby some searh engines, while [13℄ proposes the idea of promot-ing trust from good sites in order to demote spam. A study ofstatistial properties of spam pages in [11℄ showed that spampages typially di�er from non-spam pages on a number of fea-tures; this observation was subsequently used in [16℄ to builda lassi�er for deteting spam. Some reent work integratesertain link-based features, suh as in-degree and out-degreedistributions, into lassi�ers in order to disover more spam.For example, the Spamrank algorithm is implemented in [3℄ byusing the Pagerank value distribution in the in-oming pagesas one of the features in lassi�ation.In our work, we �rst implement a basi (baseline) lassi-�er and then propose two methods for enhaning this lassi-�er by integrating additional neighborhood features. Our basilassi�er onsists of more than twenty features, inluding bothontent-based and link-based ones, and its performane is om-parable to other mahine learning-based lassi�ers, e.g., the onedisussed in [16℄. Then we present two ideas for improving theresults of the basi lassi�er.We all the �rst one relabeling. This method may hange asite's label assigned by the basi lassi�er aording to severalfeatures in the neighborhood of the site (where by neighbor-hood of a site A we mean a small subgraph ut from the sitespointing to A and the sites pointed to by A). The other method,alled seondary lassi�er, takes both the results from the ba-si lassi�er and features extrated from the neighborhood asinput attributes. Our experiments show that either of the twore�nements obtains visible improvements ompared to the ba-si lassi�er, and that the seondary lassi�er performs best.The rest of the paper is organized as follows. Setion 2 dis-usses related work on general spam tehniques, lassi�ationmethods to detet web spam, and trust and distrust propaga-tion. In Setion 4, we implement a lassi�er with both ontentand link features. Setion 5 analyzes the distribution of spamin the neighborhood of known spam and non-spam sites. Se-tion 6 presents the two methods for enhaning the basi lassi-�er. Finally, Setion 7 disusses some open problems for futurework.
2. DISCUSSION OF RELATED WORKGiven a user query, suessful searh engines measure notonly ontent relevane between the query and a andidate page,but also the position of the page aording to some link-basedranking algorithm. For this reason, ontent spam is reated inorder to obtain a high relevane sore, and link spam is oftenused to onfuse link-based ranking algorithms suh as PageR-ank [17℄ and HITS [15℄. A taxonomy of spamming tehniquesis desribed in [12℄, inluding attaks suh as keyword stu�-ing, link farms, invisible text, and page redireting. Numerousstudies have disussed how to automatially detet web spamor prevent searh results from being overly a�eted by spam.Many spam detetion tehniques an be desribed as usinglearning-based lassi�ation to identify spam. In [11℄, the au-



thors show that ompared to normal pages, spam pages exhibitdi�erent trends in several distributions suh as the out-degreeand average URL length. In subsequent work [16℄, they ex-trated several features from web sites and apply them to amahine learning-based lassi�er. In [1℄, it is shown that siteswith similar site struture often have the same funtionality(e.g., e-ommere site, ommunity site, ompany site), thusproviding another potential approah for spam detetion. Thefeatures we later desribe in Setion 4 are inspired by this work.Another example of suh a mahine learning approah is [9℄.Another diretion of web spam researh has studied linkspam in terms of trust and distrust propagation. Work in [21℄�rst �nds a seed set of spam pages, and then expands it toneighboring pages in the graph. The TrustRank approah [13℄proposes to propagate trust from good sites. BadRank [19℄ isthe idea of propagating badness through inverted links, i.e.,pages should be punished for pointing to bad pages. Workin [23℄ proposes propagating distrust through outgoing links.There are several other studies [2, 24℄ that investigate link-based features to identify spam. Other spam tehniques, suhas loaking [22℄ or blog spam, have also been disussed. Dete-tion of dupliated ontent, disussed in [10℄, an also be usedto identify opied or automatially reated web ontent.A general observation in web searh has been that propertiesof neighboring nodes are often orrelated with those of a nodeitself, as, e.g., observed for page topis in [6, 8, 7℄. This suggestsapplying similar ideas to spam detetion, i.e., a node is morelikely to be spam if other nodes pointing to it or pointed toby our node are also spam. This idea was disussed in [4℄,where measures suh as o-itation are used to lassify unknownpages. We also use properties of a node's neighbors in theweb graph, though in a somewhat di�erent way. Finally, veryreent unpublished work in [5℄, enountered while preparingthis paper, proposes an approah very similar to ours.
3. DATA AND EXPERIMENTAL SETUPFor our experiments, we used web sites in the Swiss h top-level domain rawled in 2005 using the PolyBot web rawler[18℄. This data set inludes about 12 million pages loated on239,272 hosts. The pages are onneted by 234 million links.In order to build the training data set used later, we repeat-edly piked random sites from these 239,272 sites and atego-rized them manually, until we had around 4000 spam sites and3000 non-spam sites. After ombining these with a list of 762known spam sites made available by searh.h, we had 4794sites that we know to be spam. From these, we hose a sampleof 1000 sites, with half of them randomly piked from the spamsites and the other half from the non-spam sites. These 1000nodes are used in Setion 4 to train a lassi�er.
4. BASIC CLASSIFIERFeatures. The basi lassi�er uses both ontent and linkfeatures. The ontent features are extrated from the pages,while link features are based on the site-level graph. To justifyour site-level approah, we also heked di�erent pages from thesame site and observed that they are usually either all spamor all non-spam. For this reason, we deided to base our las-si�er on site-level features and links. We �rst extrated eightontent features for eah page. Then, among all pages loatedin one site, we selet the median value for eah feature to berepresentative for the whole site. The list of ontent featureswe used are as follows (all of these were also used in [16℄):� number of words in a page.� average length of words in a page.

� fration of words drawn from globally popular words.� fration of globally popular words used in page, measuredas the number of unique popular words in a page dividedby the number of words in the most popular word list.� fration of visible ontent, alulated as the aggregatelength (in bytes) of all non-markup words on a page di-vided by the total size (in bytes) of the page.� number of words in the page title.� amount of anhor text in a page. This feature would helpto detet pages stu�ed full of links to other pages.� ompression rate of the page, using gzip.The following link features were alulated for eah site.These features were also used in [1℄.� perentage of pages in most populated level� top level page expansion ratio� in-links per page� out-links per page� out-links per in-link� top-level in-link portion� out-links per leaf page� average level of in-links� average level of out-links� perentage of in-links to most popular level� perentage of out-links from most emitting level� ross-links per page� top-level internal in-links per page on this site� average level of page in this siteIn addition, we add three other features listed as follows.� number of hosts in the domain. We observed that do-mains with many hosts have a higher probability of spam.� ratio of pages in this host to pages in this domain.� number of hosts on the same IP address. Often spammersregister many domain names to hold spam pages.Classi�ation Methods. We initially trained this lassi-�er by using the deision tree C4.5, inluded in Weka 3.4.4[20℄. To address the over�tting problem, we tried di�erent val-ues for the parameter alled the on�dene threshold for prun-ing. The resulted preision and reall sores stayed the same,while resulted deision trees show slight hanges for eah set-ting. Therefore we deided to take the default value of 0.25for later experiments. Ten-fold ross validation is used here toevaluate the lassi�er. The result is desribed in Table 1. Inaddition, we show in Table 2 the results of applying a SupportVetor Mahine (instead of C4.5) to our training data. Here,we use the polynomial kernel and the omplexity onstant isset to 1. By omparing F-measures for both lasses, we seethat C4.5 slightly wins over SVM. We thus used C4.5 for laterexperiments. Preision Reall F-measurespam 0.897 0.812 0.852non-spam 0.882 0.925 0.903Table 1: C4.5 Results



Preision Reall F-measurespam 0.879 0.812 0.844non-spam 0.863 0.913 0.887Table 2: SVM Results
5. NEIGHBORHOOD STRUCTURE OF SPAMIn this setion, we look at the following question: What doesa site's neighborhood look like? Our expetation is that theneighborhood is a strong indiator about that site with re-spet to it being spam or non-spam. An example of a siteand its neighborhood is shown in Figure 1. The number nextto eah node represents the on�dene sore for the label fromthe basi lassi�er desribed in Setion 4. The target node ismarked in grey, whih means it is onsidered spam, while someof the neighbor nodes are non-spam. (We omit inoming linksto neighbors.) We are interested in the distributions of severalproperties of the neighbors.
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TFigure 1: NeighborhoodInoming spam distribution: We de�ne inoming neigh-bors of site A as the sites diretly pointing to site A. In Figure 2,a site falls into one of 12 bukets (X axis) aording to the fra-tion of spam nodes among its inoming neighbors. The Y axisrepresents the perentage of total spam/non-spam sites fallinginto eah buket. (Thus, the site in our example would fall intothe buket for the range from 40% to 50%.) As we expeted, alarge portion of spam sites have predominantly spammy neigh-bors, while non-spam sites have more non-spam neighbors (butalso some spammy neighbors). Note that we only show siteswith in-degree larger than �ve in Figure 2.
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Figure 2: In-link spam distribution for spam and non-spam sites.Outgoing spam distribution: We observe a similar, buteven more pronouned, e�et when looking at outgoing links.Many spam sites exlusively point to other spam, while essen-tially no non-spam pages point only to spam. Again, we onlylook at sites with out-degree larger than �ve.Weighted inoming distribution: Finally, we looked atthe ase where eah in-link is weighted by the out-degree of thepointing site; i.e., as in Pagerank, we weigh it by 1=w where wis the out-degree; the result is shown in Figure 4Note that the distributions desribed above are based on thejudgments of the basi lassi�er, whih means the harts may
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Figure 3: Out-link spam distribution
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Figure 4: Weighted-in-link distributionnot represent the atual situation in reality. However, we be-lieve that trend is representative, given the large number ofnodes in our data set. In the following, we desribe two meth-ods to exploit these observations to improve our lassi�er.
6. IMPROVING THE BASIC CLASSIFIERRelabeling Approah. By relabeling we mean the proessof hanging the label of a site from spam to non-spam or vieversa following some rules. In partiular, we �rst deide thelabel of a site's neighborhood aording to one of the heuristisdesribed further below. This label is also attahed with a on-�dene sore. We ompare this label to the one we obtain fromrunning the baseline lassi�er. If these two disagree with eahother and the neighborhood is stronger in terms of on�denesore, we ip that site's label. In any other ases, the label willstay the same. Here are the features we used to produe theneighborhood label and on�dene sore. Sine they are thesame as the ones plotted in the �gures in 5, we omit detaileddesriptions.� H1: Relabeling aording to the fration X of spam sitesin the total inoming neighborhood. If X is larger than0.5, the indiated label from the neighborhood is spamwith on�dene X; otherwise, the indiated label is non-spam with on�dene (1�X).� H2: Relabeling aording to the fration of spam in theweighted inoming neighborhood. The label and on�-dene is alulated in the same way as above.� H3: Relabeling aording to the fration of spam in theoutgoing neighborhood.To evaluate these poliies, we ollet the predition for allinstanes in the testing sets as we train and test the baselinelassi�er using ten-fold ross validation in Setion 4. Then weapply relabeling to this predition. By omparing the relabeledresult to the true label of a site, we ompute the preision andreall sores for both lasses. In Figure 5, we see improvementswhen using H2 or H3 (but not when using H1). A naturalquestion is if we an do better by using all features.Seondary Classi�er Approah. A simple method toahieve this goal is to use another lassi�er. We present thefollowing features to this lassi�er.
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Figure 5: F-measure for di�erent methods� F1: The label by the basi lassi�er� F2: The on�dene sore assoiated with F1� F3: The perentage of inoming links from spam sites.� F4: The perentage of outgoing links pointing to spam.� F5: The fration of weighted spam in the inoming neigh-bors, where the weight is proportional to the on�denesore of the neighbor.� F6: The fration of weighted spam in the outgoing neigh-bors, where the weight is as in F5.� F7: The perentage of weighted inoming spam, wherethe weight is given by 1=w.A lassi�er integrating all features above is implemented againby using C4.5. The results are also shown in Figure 5. The re-sults show additional improvements ompared to using only thebaseline lassi�er or using H2 or H3.
7. CONCLUSIONS AND FUTURE WORKIn this paper, we have presented some preliminary resultsfrom a set of experiments on automati detetion of web spamsites. In partiular, we studied how the results of a baselinelassi�er for this problem an be improved by adding a seond-level heuristi or seondary lassi�er that uses the baseline las-si�ation results for neighboring sites in order to ip the labelsof ertain sites. Our results showed promising improvementson a large data set from the Swiss web domain.Spam detetion is an adversarial lassi�ation problem wherethe adversary an modify properties of the generated spampages to avoid detetion by anti-spam tehniques. Possiblemodi�ations inlude, for instane, hanging the topology ofa link farm, or hiding text and links in more ompliated ways.There are also many web sites whose design is optimized forsearh engines, but whih also provide useful ontent. Anyspam detetion and demotion methods must deal with the greyarea between ethial searh engine optimization and unethialspam, and should give feedbak on what is aeptable and whatnot. We believe that a semi-automati approah mixing on-tent features, link-based features, and end user input (e.g., dataolleted via a toolbar or liks in searh engine results) withations and judgments by an experiened human operator willbe better in pratie.Finally, we feel that spam detetion researh raises somemethodologial issues. Spam detetion an be done on thepage or site level, but very often large link farms are spreadout over multiple sites and even domains. Moreover, in thease of the Swiss web domain, a few large farms are responsiblefor most of the spam, in terms of both pages and sites. Pagesand sites within a farm are often very similar, and training setsseleted at random from the entire domain are likely to ontainrepresentatives of many of the major spam farms, alling intoquestion the underlying basis of evaluation via ross-validation.Moreover, a method that fails to detet say one of the few majorfarms but �nds all the smaller ones may look quite bad whenlooking at the number of sites or pages (or even domains). Onthe positive side, suh major farms are easy to detet due to

their sheer size, and a person equipped with a suitable intera-tive spam detetion and web mining platform should be able to�rst remove these large farms from the set, and then iterativelyfous on other aspets of the problem.
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